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Introduction
Because cancer affects millions around the world every year, it is important to 
investigate new alternative treatments to cancer. Over the last several years, 
scientists have started exploring the use of anticancer peptides (ACP’s) as 
a new type of therapeutic treatment. Unfortunately, the use of conventional 
drugs against cancer is becoming increasingly ineffective due to resistance 
and harmful side effects. However, scientists have found that ACP’s can avoid 
these harmful side effects. In fact, they are safer and have many comparative 
advantages such as high levels of activity, specificity, affinity, and they are 
less immunogenic and have better delivery control (Gholibeikian et al., 2019). 
ACPs are peptide chains that are usually 10-25 residues in length. The three 
main types of ACPs are pore-forming peptides, cell penetration peptides, and 
tumor-targeting (Marqus et al., 2017). Currently, there are only 10 anticancer 
peptides that are currently being developed as drugs due to the difficulty in 
discovery and development (Shoombuatong et al., 2018). To accelerate the 
slow pace of discovery, machine learning can be used. More specifically, 
machine learning algorithms are capable of recognizing patterns in large 
datasets. Classifier machine learning algorithms are able to classify between 
different classes. In the realm of anticancer peptides, classifier algorithms can 
train on datasets of hundreds of ACP’s to predict whether random peptides 
carry anticancer properties. Evolutionary computational methods can also be 
used to generate new examples based off of a dataset. A genetic algorithm is 
a type of computational evolutionary algorithm that models natural selection 
and evolution (Whitley, 1994). Given an objective function and a randomly 
generated population, then this population can “evolve.” The engineering 
goal of this research is to use both machine learning classifiers and genetic 
algorithms to generate new predicted candidates.

Datasets: Datasets of verified anticancer peptides were collected from three 
sources: the Data Repository of Antimicrobial Peptides (DRAMP) database 
(Fan et al., 2016; Kang et al., 2019; Liu et al., 2018; Liu et al., 2017), the 
Antimicrobial Peptide Database (APD) (Wang et al., 2016; Wang et al., 
2009; Wang et al.) database, and the Anticancer Peptide and Protein Database 
(CancerPPD). Sequences shorter than 12 residues were removed to allow for 
future physicochemical calculators, and the datasets were combined for a 
total of 584 verified ACP’s. For the non-ACP class, 584 unique anticancer 

peptide sequences were sampled randomly from the Swiss Protein database 
(UniProt Consortium, 2019) which contains 561,568 annotated and reviewed 
peptide sequences. These naturally occurring sequences were between the 
lengths of 10-25 residues. 

Data Processing
Physicochemical features were extracted from each peptide sequence with 
the PyBioMed library for Python. The features contain 10,049 total features 
(e.g. amino acid composition, charge, hydrophobicity, etc.), and datasets 
were normalized in the range from 0 to 1 for each feature using the following 
formula:

where X_(i,k) represents a feature for ith sample and kth feature. Lastly, 
random forest feature importance was used to isolate the top 1000 features. 
These features were deemed the most influential features for anticancer 
peptide prediction. The dataset was reduced to these features. These processed 
datasets were then divided into train-test splits and fed into machine learning 
models. 

Machine Learning Models
There were two different types of machine learning models tested for the 
classification model. The first is the Support Vector Machine, which is a type 
of model that finds the hyperplane that maximizes the margins between the 
two classes (Suykens et al, 1999). The second model is Random Forest (RF), 
which is an ensemble learning method that utilizes a group of weak predictors 
known as decision trees (Liaw et al, 2002). To design the evaluation function, 
a mathematical expression of both confidence predictions from the random 
forest and support vector machine are used. These machine learning models 
can be used in conjunction with a genetic algorithm to generate new instances 
of ACP’s. A genetic algorithm is an evolution-based computational algorithm 
that finetunes a random starting population into a desired population through 
multiple generations of natural selection. The cycle is shown below: 

A Novel Evolution-Based Technique for 
Generating Anticancer Peptides

Abstract
Cancer threatens millions of individuals every year and remains a central issue in the scientific community. It’s important to search for new alternative 
treatments, and anticancer peptides (ACP’s) are a potential key solution. Characterized by peptides between the length of 10-25 amino acids, ACP’s can 
target a variety of cancers while avoiding common side effects caused by conventional drugs. The current in vitro method of discovery of ACP’s is both time-
consuming and expensive, so computational tools have the potential to expedite the discovery process. The goal of this study is to build a machine learning-
based genetic algorithm that can produce new anticancer peptide candidates through generations of training. First, a random forest and a support vector 
machine model were trained with a 91.2% testing accuracy to determine if a randomly given peptide carries anticancer properties. Then, these classifiers were 
used to construct a genetic algorithm. A population of 100 random peptides were generated and evaluated using the classifiers trained before, and the top five 
performing peptides were chosen to repopulate a new generation of 100 peptides with random mutations. After training for 25 generations, the population’s 
average chance of exhibiting anticancer properties grew to 81%, and the top five peptides in the final generation averaged a fitness score of 0.9. These results 
reflect the potential of evolutionary algorithms in developing new ACP-based treatments to cancer.
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In each generation, an objective/fitness function is used to evaluate and 
label every sequence in the population with a fitness score. In this study, the 
fitness score represented the machine learning classifier’s confidence level 
in a peptide carrying anticancer properties (0.0-1.0). To generate new ACP 
candidates, accurate machine learning models are needed to act as a “natural 
selective force.” The complete list of steps in a generation is shown:
1. An initial population of 100 random peptides was generated by the 
modlamp python package. This step isn’t repeated.
2. The 100 peptides were converted into 10,049 physicochemical features 
and cut down to 1,000 features using random forest feature selection
3. The 100 peptides are evaluated through the fitness function, multiplying 
the two outputs of the machine learning models
4. The top 5 peptides are selected 
5. Mutations are applied onto the peptides with a 10% chance of a deletion, 
insertion, or substitution at each letter

Results
The machine learning models were trained on 80% of the data and tested on 
20% of the data. After 10 iterations of training and testing, the random forest 
algorithm achieved a 77.8% training accuracy and a 76.1% testing accuracy, 
and the support vector machine achieved a training accuracy of 93.1% and a 
testing accuracy of 91.2%.

v

The fitness function was defined as the product of the confidence scores 
between the random forest and support vector machine models. This 
fitness score is used to evaluate the population in every generation. After 
20 generations of the generation cycle with a mutation rate of 10%, the 
following figures display the population’s progression in fitness:

The population’s average fitness increases from 0.6 to 0.8, and the scores 
of the top 5 peptides in each generation increase from 0.8 to 0.9. After 25 
generations of training, the fitness scores level off and increases in fitness 
scores were negligible. 

Discussion
After 25 generations, the machine learning models finetuned a population 
of 100 random peptides into anticancer peptide candidates with an 80% 
confidence level for each peptide. In other words, these peptides exhibit 
crucial physicochemical properties that allow for cell penetration, membrane 
penetration, or tumor targeting. The machine learning models used achieved 
relatively high accuracies between 70-90%. This was found by testing the 
model on the test peptide datasets. One weakness in the generation cycle is 
the potential for the finetuning of the population to be towards antimicrobial 
peptides in general instead of cancer-specific peptides. The random forest 
model achieved an accuracy between 70-80% to determine whether a general 
antimicrobial peptide is specific to targeting cancer. This means that around 
20-30% of the final population likely includes peptides that are antimicrobial 
but not anticancer. However, the general peptide in the final population 
should still be specific to cancer.  

Future Works
This research can be expanded in a few ways. The top peptide candidates 
among the final generation can be synthesized and tested in a wet lab 
experiment against cancer cell lines to find the actual efficacy of the peptides. 
This experiment would also help verify the specific types of cancer that 
each peptide could target. In addition, on the backend, the machine learning 
models can likely also be advanced. Machine learning capabilities are 
improved every year and using deep learning models can potentially improve 
classification accuracy and provide better fitness evaluations. 
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Introduction
Toxic heavy metals are harmful to aquatic life and cause a variety of diseases 
and disorders as they accumulate in the human body via the food chain 
(Tchounwou, et al, 2012). Currently, most conventional methods that are 
used to remove heavy metals are uneconomical and have disposal issues 
(Gunatilake, 2015). Spilled oil, another source of pollution to water bodies, 
severely affects the marine environment, causing a decline in aquatic life 
(Saadoun, 2005). Various methods have also been developed to recover 
organic solvents and oil from water (Doshi, et al, 2018). Among these 
methods, adsorption is regarded as an effective and economical technology 
due to its high efficiency, simple design, and smooth operation (Crini, et al, 
2018). 
This study demonstrates a novel method for resolving oil spills using 
Kraft lignin. Lignin, which is usually in a fine powder from pulp mills, has 
been studied extensively due to its unique physicochemical properties for 
effectively adsorbing organic and inorganic pollutants from water (Ge & Li, 
2018). However, lignin is difficult to recover and recycle in its fine powder 
form. 
Lignin-derived foam is a promising adsorbent for pollution control as it is 
a lightweight, three-dimensional porous structure with a high surface area. 
Previously, lignin foams have been prepared from lignin powder through 
a simple baking process and tested as efficient adsorbents. However, the 
foams need to be reinforced in strength since they exhibit poor mechanical 
properties, and the adsorption capability can be further improved. Thus, the 
purpose of this project is to prepare lignin foams with reinforced mechanical 
strengths and improved adsorption capabilities.

Methods
Preparation of reinforced lignin foams (RLFs) with recycled polyethylene (PE) 
To fabricate reinforced lignin foams, precursors of the reinforced lignin 
foams consisted of Kraft lignin powder and recycled shredded polyethylene 
(PE) in different weight ratios were blended. The mixtures were transferred 
into a cylinder mold that was heated in an oven to a temperature of 450°F 
(~230°C) and held for 60 minutes. The oven was cooled to room temperature, 
and the mold was taken out. This procedure resulted in an open-celled, self-
expanded lignin foam. The precursor compositions of the reinforced lignin 
foams are listed in Table 1. The foam samples with different PE contents are 
labeled as RLF0-RLF4.

Impregnation of reinforced lignin foams (RLFs) with activated carbon (AC)
To improve the adsorption capabilities of RLFs, RLF2 foam samples were 
created and coated with activated carbon at varying weight percentages. 
First, ethanol was poured into a glass beaker, and activated carbon was added 
to the beaker and sonicated. The RLF blocks were added and stirred to let 
the AC particles penetrate to the foam pores. The RLF blocks were taken 
out and dried in an oven. The foam blocks were washed in ethanol again to 
remove the AC particles that were trapped in the pores without sticking with 
the surface. The RLF2 samples coated with varying AC contents are labeled 
as RLF2-ACs in Table 2. 

Evaluation of lignin foam adsorption capability to copper ion in water
A stock solution of copper was prepared by dissolving copper sulphate in 
distilled water. The effect of adsorption mass on the equilibrium adsorption 
of copper was investigated with lignin foams in copper solution (Figure 1).

Reinforced Lignin Foams with Higher 
Adsorption Capability

Abstract
In a previous study, open-cell lignin foams were prepared from Kraft lignin through a simple baking process. Lignin foams demonstrated good biosorbent 
capabilities for removing heavy metals and spilled oil from water. However, the foams need to be reinforced in strength since raw lignin foams are brittle and 
exhibit poor mechanical properties, and the adsorption capability needs to be further improved. To prepare lignin foams with reinforced mechanical strength 
and improved adsorption capabilities, two hypotheses were made in this project: the first hypothesis was that lignin foam strength can be improved by adding 
plastic polymers from recycled plastics, and the second hypothesis was that the adsorption capacity of the foam can be improved by adding wood waste-
derived activated carbon (AC) which has a higher surface area and adsorption capacity to heavy metals, spilled oil and other pollutants. The mechanical 
performance of the foam reinforced with waste plastic was tested using a mechanical compression machine; the strength of the foam was significantly 
improved (more than 12 times) by adding 10wt% polyethylene. To enhance the adsorption capacity of lignin foams, different amounts of AC (0.5, 1, 2 and 
3wt%) were coated onto the surface of the foam. The adsorption capabilities of lignin foam to copper and oil in water were improved by at least 10% when 
coated with 1wt% activated carbon. According to the obtained data, two research hypotheses were proven valid through this project. 
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Evaluation of lignin foam adsorption capability to cooking oil in water
For adsorption tests, cooking oil was transferred into a beaker with de-
ionized water (Figure 2). The effect of removal time and mass of lignin foam 
on the effectiveness of oil was studied. 

The adsorption capacity (Q) was calculated using the weight of the lignin 
foam before and after adsorption as following Equation 7:

Results
Effect of polyethylene on the compressive strength of lignin foams
Figure 3 shows the effect of PE content on the compressive strength of lignin 
foams. Pure lignin foam (RLF0) presented a very poor mechanical property 
in terms of compressive strength; the compressive strength of the RLF0 
sample was the lowest, as it was 0.48± 0.19 MPa. When the PE content was 
10 wt%, the compressive strength of RLF increased to 5.92 ± 0.75 MPa and 
was about 12 times higher than the RLF0 sample. 

Effect of contact time of lignin foams in adsorption of heavy metal ions 
in water
The effect of contact time on the removal efficiency of copper ions from 
aqueous solutions using lignin foam was studied. The results are shown in 
Table 3. Overall, the experimental results show the copper removal rates 
increased as the coated AC content increased, and the adsorption capability 
of RLF-AC samples to copper ions increased as coated AC content increased. 

Effect of removal time of lignin foams in adsorption of oil in water
The effect of contact time on the removal efficiency of oils from oil-water 
samples using lignin foam was studied. The removal percentage and capacity 
of adsorbent obtained during the experiments were presented in Table 
4. From the table, it is apparent that the percentage of removal increased 
with the increase of sorption time. Also, the removal percentage and the 

corresponding adsorption capability increased when PE is added to lignin 
foam, and the removal rates and the adsorption capabilities to oil are further 
improved for the RLF-AC samples

Discussion
The results show that the mechanical strength of the lignin foam was 
successfully reinforced by adding waste plastic to the lignin powder. The 
compressive strength of the lignin foam was significantly increased by 
approximately 12 times from 0.48 MPa to 5.92 MPa when adding 10 wt% 
PE. In addition, the adsorption capabilities of lignin foam to copper and oil in 
water were improved by at least 10% when coating 1wt% activated carbon to 
the surface of the foam. Through this project, two research hypotheses were 
proven valid. By integrating plastic polymers with lignin, the mechanical 
strength greatly improved, and by coating lignin foams’ surfaces with 
activated carbon, the adsorption capabilities were improved as carbon-based 
adsorbents possess high surface area, excellent mechanical properties, and 
high adsorption capacities.

Implications and Recommendations
Globally, around 2 billion people are affected by contaminated water, and 
approximately 100 million animals die each year due to water pollution. In 
addition, over a million gallons of oil are spilled into ocean waters annually. 
Lignin foams are estimated to save millions of animals through rapid 
adsorption, and foams can significantly reduce the harmful impacts of heavy 
metals and oils on the marine environment. Overall, reinforced lignin foams 
can become a sustainable, cost-effective alternative to tackling global water 
problems. By utilizing reinforced lignin foams as a solution alongside other 
options, such as bioremediation, oil booms usage, precipitation, and ion 
exchange, to resolve oil spills and water crises, countries around the world 
will have sufficient access to clean water and sanitation sources for billions 
of people, and environments will be restored and protected.
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Introduction
On December 26, 2019, the first reported case of an unknown disease was 
reported in Wuhan, China. Further inspection by the Chinese Center for 
Disease Control and Prevention determined that this disease was the first 
strain of the novel coronavirus (2019-nCoV) on January 7, 2020. Since 
then, COVID-19 has spread quickly, creating an international pandemic 
that has taken hundreds of thousands of lives (Jung et al., 2020). Effective 
government intervention policies are needed to combat the spread of this 
deadly virus and reduce mortality in those already infected. Because of the 
novelty of COVID-19, current research is mainly focused on documenting 
the policies governments have proposed rather than assessing the efficacy 
of said proposals (Cheng et al., 2020).  Unfortunately, the little research that 
has been conducted is far too specific in its policy considerations (Kai et al., 
2020) or the scope of implementation (Jiwei et al., 2020). As such, the goal of 
this paper is to provide a comprehensive analysis of the various COVID-19 
policies that have been proposed across the globe in order to determine 
what kind of policies affect COVID-19 the most. To accomplish this, 
multinational data describing various governmental policies was combined 
with corresponding data for the cases and deaths due to COVID-19 during 
the timeframe of the policies. This data was then incorporated into a random 
forest regression model, which was analyzed to produce a set of rankings for 
optimal policies that were able to control COVID-19 cases and deaths. 

Data Selection
Two databases were utilized: the CoronaNet Research Project and Our World 
in Data’s COVID-19 data. The first dataset documented over 50,000 policy 
responses to COVID-19 from 195 countries. From this dataset, factors such 
as whether the policy was domestic and the index_med_est (the anticipated 
level of response to the policy, from 0-100, as calculated by the CoronaNet 
Research Project) were used. Other categorical policy factors included the 
type of policy (social distancing, border restrictions, health monitoring, 
etc.), the compliance mechanism (mandatory, voluntary, etc.), and the 
policy’s target population, were selected. To mathematically represent these 
categorical variables, factors were one-hot encoded into multiple columns 
with binary data representing whether a specific policy fell under that 
category. The latter dataset from Our World in Data contained daily country-

specific COVID-19 data. From this dataset, the number of daily new cases 
per million individuals and daily new deaths per million individuals were 
taken. 

In the case of null data values, the means of comparable data were taken to 
replace the missing datapoint. For instance, in cases where index_med_est¬ 
was unavailable for a certain policy, it was assumed that the anticipated level 
of response to the policy would be similar to that of other policies proposed 
by the same government, and the average index_med_est¬ of other policies 
from the same country was used.
To merge the two datasets, each policy was matched with the corresponding 
average COVID-19 data for the timeframe of the policy. Additionally, excess 
data for countries in one dataset and not the other was removed.
The final data was arranged as shown below, although additional columns 
representing each of the possible types, compliance levels, and target 
populations of the policy are hidden. 

The model was trained to take inputs of whether the policy was domestic, the 
expected level of response by people within the nation, the type of policy, 
method of compliance to enforce the policy, and the targeted demographic 
of the policy. In total, 40 input variables were incorporated in the model. 
The output of the model was trained to be the average number of new cases 
and deaths, per million, that occurred during the timeframe the policy was 
implemented.

Model Development
After testing multiple machine learning models, a random forest regressor 
was determined to be the best fit for the data due to its accuracy and ability 
to control for over-fitting. Using the Python package scikit-learn, the model 
was trained on 80% of the dataset. The remaining 20% of the dataset was 
used as test data to affirm the model’s effectiveness. 
After training the model, the model’s feature importance’s attribute was 

Assessing the Efficacy of COVID-19 
Policies Using Machine Learning

Abstract
To limit the spread of COVID-19, government policies are necessary. Current research focuses primarily on documenting proposed policies rather than 
assessing the efficacy of said proposals. Thus, the goal of this research is to analyze COVID-19 policies using machine learning methods. Specifically, the 
aims of this project are to develop an accurate machine learning model to predict the effectiveness of COVID-19 policies and use that model to find the 
most effective COVID-19 policies. Data from the CoronaNet Research Project and Our World in Data was used to provide a list of over 50,000 government 
policies in 195 countries as well as the corresponding COVID-19 data. A random forest regression algorithm achieved an R2 value of 0.88 on training data 
and 0.63 on test data. These high values affirmed the strength of our model. Using the feature importances attribute of the model, the top 15 most important 
policy features were identified, and these results were affirmed by a feature selection algorithm. The model is novel because it conducts a holistic analysis 
of COVID-19 policies, meaning it can used by policymakers to compare the effectiveness of a wide range of policies. Additionally, unlike others, the model 
can predict the impact of proposed policies. Based on these findings, it is recommended that governments increase policy adherence through methods such 
as publicizing information concerning the pandemic. It is also recommended for governments to prioritize policies that restrict external borders and regulate 
businesses. Policies should target all residents and be mandated through consequences like jail time and fines. 
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analyzed. This attribute was calculated based on the proportion of nodes 
within the decision trees that utilized each input variable. More influential 
input variables were used within the model more times and thus had a higher 
feature importance. 

To confirm model results, a recursive feature elimination selector, or RFE 
selector, was utilized. The goal of this algorithm was to recursively eliminate 
subsets of data and train the model on these subsets. If the algorithm was 
able to train a model to achieve relatively high accuracy without certain 
input variables, those variables were deemed as less influential. The selector 
eventually reached a final subset of input variables which were determined 
to be the most important. 

Results
The final model achieved an R^2 value of 0.878 on training data and an R^2 
of 0.626 on test data. The R^2 value of 0.626 on test data indicates that, 
given the features of any policy, the model’s predictions explain 62.6% of 
the variance in new cases and deaths during that policy’s implementation.  
Because predicting the outcome of COVID-19 involves biological and 
behavioral factors and the fields of biology and social sciences consider an 
R^2 of 0.5 as high, this R^2 value indicates that the random forest regression 
model is a good fit for the data. 

The final importance levels of all 40 policy factors, as a percentage of time 
the factor was used in the model, are displayed below:

The most significant factor was revealed to be index_med_est, which 
represents how likely people will respond to the policy. Regarding policy 
type, policies that restrict external borders and regulate businesses were 
determined to affect COVID the most. The most effective compliance 
mechanism was mandating with legal penalties such as jail time, and the 
demographic that should be targeted was determined to be all residents.
After ranking each of the policy factors, the RFE selector was used to confirm 
the findings. The RFE selector ended up selecting half of the 40 features as 
significant. These 20 policy factors are displayed below:

After eliminating all other features from the model and only using these 
factors to train the model,  the random forest regressor was able to 
achieve an R^2 value of 0.870943. This value indicates that only these policy 
factors are necessary to create accurate predictions. 

Discussion
This research is one of the first to conduct a holistic analysis of COVID-19 
policies. The results from the random forest regressor provide a ranking for 
the importance of policy factors in controlling both COVID-19 cases and 
deaths. These rankings can be used by other researchers and policymakers 
to compare the efficacy of a wide range of policies based on their features 
in order to determine which policies should be prioritized. Additionally, the 
model also provides predictions for the impacts of future policies.

Recommendations 
It is recommended for governments to take action based on the results of 
this research. The most important factor that was identified by the model 
was the country policy activity score. This indicates that it is essential that 
governments take action to increase policy adherence through methods such 
as publicizing information concerning the pandemic. (Al-Hasan, 2020) Even 
if a policy is perfect, it will not matter if citizens do not adhere to it.

It is also recommended for governments to prioritize policies that restrict 
external borders and regulate businesses. These policies would limit the 
spread of COVID-19 from external sources while also restricting domestic 
businesses, which are likely the largest source of gatherings as they provide 
essential goods and services. 

Policies should target all residents of the country. Although travelers are a 
source for COVID-19, residents remain in the country long-term, meaning 
they are the ones most likely to spread the disease. 

In order to increase adherence, policies should be mandated. The most 
effective consequences are legal penalties such as jail time and fines.
Policymakers could use the model to predict the impact of proposed policies. 
However, further improvements may be necessary to increase the model’s 
accuracy and utility in the field. 
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After ranking each of the policy factors, the RFE selector was used to confirm the findings. The 

RFE selector ended up selecting half of the 40 features as significant. These 20 policy factors are 

displayed below: 

Feature Selector Results 

domestic_policy index_med_est 

type_Closure and 

Regulation of Schools type_Curfew 

type_Declaration of 

Emergency 

type_External Border 

Restrictions type_Health Resources type_Lockdown 

type_Other Policy Not 

Listed Above type_Quarantine 

type_Restriction and 

Regulation of Businesses 

type_Restriction and 

Regulation of Government 

Services 

type_Restrictions of Mass 

Gatherings type_Social Distancing 

compliance_Mandatory 

(Unspecified/Implied) 

compliance_Mandatory with 

Fines 

compliance_Mandatory with 

Legal Penalties (Jail Time) 

compliance_Voluntary/Reco

mmended but No Penalties 

target_All (Travelers + 

Residents) 

target_All Residents 

(Citizen Residents + Foreign 

Residents) 

 

After eliminating all other features from the model and only using these factors to train the 

model,  the random forest regressor was able to achieve an 𝑅𝑅! value of 0.870943. This value 

indicates that only these policy factors are necessary to create accurate predictions.  

Discussion 

This research is one of the first to conduct a holistic analysis of COVID-19 policies. The results 

from the random forest regressor provide a ranking for the importance of policy factors in 

controlling both COVID-19 cases and deaths. These rankings can be used by other researchers 

and policymakers to compare the efficacy of a wide range of policies based on their features in 
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Background
In the 21st century, there are 780 million people without clean water, and 
2.5 billion people without access to water with improved sanitation (more 
than 35% of the population does not have access to cleaner drinking water). 
The World Health Organization (WHO) and UNICEF have conducted 
research showing that rural areas within sub-Saharan Africa, Southern Asia, 
and Eastern Asia have the highest concentration of people without clean 
water (Gleick, 2002). Dirty drinking water results in water-related diseases. 
Diseases that arise from contaminated water include but are not limited to 
cholera, typhoid, dysentery, malaria, and yellow fever. 
Through creating more sustainable, low-cost options to sanitize water, this 
phenomenon can end. Silver nanoparticles have shown high antimicrobial 
rates when infused in water filtration systems, wound wrappings, and water 
gels. Dankovich and Gray (2015) impregnated silver nanoparticles into paper 
pages made of cellulose, filtered contaminated water through the paper, and 
reduced 200,000 colony forming units (CFU) of Escherichia coli per 100mL 
to less than ten CFU. Similarly, Che et al. (2019) and Krishnaraj et al. (2010) 
both synthesized silver nanoparticles and used its antibacterial properties to 
fight against water borne pathogens. Pankongadisak et al. (2014) used the 
antibacterial properties of silver nanoparticles to disinfect wounds through 
inserting calcium alginate beads impregnated with silver nanoparticles into 
hydrogel under wound dressings. 
The intent of this engineering goal is to embed silver nanoparticles into a 
filter. The filter will be tested on water collected from different sources. 
A bacteria test before and after using the filter will be conducted to show 
the effectiveness of bacteria removal. Accomplishing the goal of removing 
bacteria from the water samples with the filter embedded with silver 
nanoparticles will add to water sanitation research through creating an 
inexpensive and convenient way to clean water. 

Engineering Goal 
Currently, there are filters embedded with silver nanoparticles, but many 
of them are not cost effective or widely used. The objectives of this 
engineering design are to embed silver nanoparticles into a commercially 
made paper filter and to use the filter to lower the possible environmental 
bacteria in water from the Black Prairie region of Mississippi, Gulf Coast 

region of Mississippi, and Southeastern Plains region of Alabama. The null 
hypothesis is that the commercially made paper filter embedded with silver 
nanoparticles will not lower the possible environmental bacteria in 100mL 
water samples. The alternate hypothesis is that the commercially made paper 
filter embedded with silver nanoparticles will lower the concentration of 
possible environmental bacteria in 100mL water samples.
 
Methodology 
Water samples from different regions along the Mississippi and Alabama 
coasts were put through an at home bacteria testing kit. After 24 hours, the kit 
showed if there was bacteria or no bacteria in the water samples. The water 
samples were disposed of. After this test, new water samples were taken 
from the same sources, and these new samples were put through the silver 
nanoparticle filter. 
Fresh Ocimum basilicum was collected. The Ocimum basilicum was rinsed 
and cleaned thoroughly with distilled water. After cleaning the Ocimum 
basilicum, it was cut into small pieces. Then 25g of Ocimum basilicum was 
measured and put into 100mL of distilled water. The plant and water mixture 
was heated to 75 degrees Celsius until the plant extract was created. The 
plant extract was created when the solution in the mixture turned green. 
To create the silver nitrate mixture, 10mL of silver nitrate solution mixed with 
50mL of distilled water. The silver nitrate solution is heated to 90 degrees 
Celsius while the plant extract is suspended over silver nitrate mixture and 
added drop by drop until the silver nitrate mixture turns yellow. The plant 
extract is used as the reducing and capping agent for the silver nanoparticles. 
In the yellow solution, silver nanoparticles are observed. 

Development of Filter embedded with Silver 
Nanoparticles for Water Sanitation 

Abstract
In the 21st century, 780 million people are without clean water, and 2.5 billion people do not have access to water with improved sanitation. Dirty drinking 
water can cause dysentery, infertility, and waterborne illness. Developing filters embedded with silver nanoparticles aims to create an inexpensive, convenient 
solution to cleaning contaminated water. First, water will be collected from different regions along Mississippi and Alabama, and these water samples will 
be put through a bacteria testing kit. After the kit confirms that the water samples have bacteria, those samples will be disposed of, and new water samples 
from the same sources will be put through the silver nanoparticle filter. The silver nanoparticles will be created from a plant extract, Ocimum basilicum. The 
plant extract will be used as a reducing and capping agent; it will be suspended over the silver nanoparticle mixture and added until the silver nanoparticle 
mixture turns yellow. Lower possible environmental bacteria results due to the bioactive properties of Ocimum basilicum and the antimicrobial properties 
of silver nanoparticles. The null hypothesis is rejected. The filter embedded with silver nanoparticles did decrease possible environmental bacteria in water 
sourced from all three water sources. Not only do the filters aim to sanitize water, the silver nanoparticles could also have health implications in water gels 
or bandages to disinfect wounds. The application of this project has the ability to lower people’s chances of contracting a waterborne illness and allows for 
reduced gender inequalities through lessening the time women clean water. 

S k y l a r  N g u y e n

Image 1: Plant Extract Image 2: Silver nanoparticles                                                                                                  
immediately after using the plant                                                                                                         

extract as a suspending and 
capping agent

Image 3: Formation of silver 
nanoparticles before embedded 

in filter 
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The filters were placed in the silver nanoparticle solution. After saturating 
the filter in the solution for ten minutes, the filter was hung until dry. This 
procedure was repeated on each filter three times. Water was drained through 
the filter coated in silver nanoparticles. A direct microscopic count was 
performed to count possible environmental bacteria before and after the 
water samples were run through the filter. 

Results 
The water put through the commercially made paper filter embedded with 
silver nanoparticles lowered possible environmental bacteria in water 
samples from all three regions. The concentration of possible environmental 
bacteria from ten samples from each region was averaged. Water from the 
Gulf Coast region decreased from 1562.67 to 55.33 possible bacteria cell 
count  in 100mL samples. Water from the Black Prairie region decreased 
from 1420.67 to  52.67 possible bacteria cell count  in 100mL samples. 
Water from the Southeastern Plains region decreased from 1658.67 to 57.33 
possible bacteria cell count  in 100mL samples.  

Diagram 1

Diagram 2

Conclusions  
The null hypothesis is rejected. The null hypothesis is rejected because the 
filter embedded with silver nanoparticles did decrease possible environmental 
bacteria in water sourced from all three regions. This can be seen in the 
decrease in possible environmental bacteria within all the 100mL samples 

from all three regions. Additionally, it can also be seen that all the error bars 
overlap into the average bars, showing that there was a consistent decrease 
in possible environmental bacteria in 100mL samples from the same areas. 
This means that the filter consistently killed the density of bacteria in the 
water. This result could be due to the bioactive properties within Ocimum 
basilicum and the antibacterial properties within silver nanoparticles being 
able to lower the concentration of the specific bacteria found within the water 
samples.  

Implications  
This project contributes to Sustainable Development Goal 3: good health and 
well-being. Lowering the bacteria concentration of a dirty water source will 
lower the chance of contracting a waterborne illness. This project contributes 
to Sustainable Development Goal 6: clean water and sanitation. Filters 
embedded with silver nanoparticles will clean contaminated water through 
using the bioactive properties within Ocimum basilicum  & the antibacterial 
properties within silver nanoparticles to lower the bacteria concentration in 
water. This project contributes to Sustainable Development Goal 10: reduced 
inequalities. Creating a cheap and accessible way to clean water will reduce 
inequalities through allowing more women and girls to go to school and 
receive an education instead of spending hours of their day gathering and 
cleaning dirty water.

Recommendations   
The filters could be commercialized as an inexpensive and convenient way 
to sanitize small amounts of contaminated water. Embedding the silver 
nanoparticles in bandages has the ability to disinfect wounds. 

Future Research    
For future research, more testing, a new design, and a different procedure 
for creating nanoparticles could be used. Through more testing, more water 
sources could be tested with higher volume and concentration of bacteria. 
The effectiveness of the filter on high concentrations of pathogenic bacteria, 
and the maximum amount of water the filter could withstand before breaking 
could be calculated. A new design could allow for a filter that is more cost 
effective. A new design could filter larger amounts of water more quickly and 
kill a higher percentage of the bacteria. This could be done through using a 
different capping and reducing agent for the nanoparticles and developing 
a filter from different materials. Using nanoparticles created through a 
different procedure or a different capping and reducing agent could decrease 
more types of bacteria after filtration. 
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Introduction
Cardiovascular disease (CVD) represents the number one cause of morbidity and 
mortality in both young and old adults worldwide. Approximately 655,000 humans in 
the United States die of heart disease each year. One person dies approximately every 
36 seconds from a CVD. With the increasing life expectancy patterns, it is estimated 
that humans born after 2000 will live up to their 100th birthday (Christensen et al., 
2009). Since CVD’s still represent the leading cause of death nationally, aging poses a 
significant risk factor for CVD development. In addition, the human genome consists 
of 2 – 3 % genes that have protein coding functions while the remaining 97 – 98 % are 
not transcribed into proteins, called noncoding RNAs (ncRNAs). These ncRNAs are 
divided into two distinct groups: small-ncRNAs and long-ncRNAs. Small-noncoding 
RNAs (sncRNAs) have transcripts with have less than 200 nucleotides. Long-
noncoding RNAs (lncRNAs) are categorized as transcripts that have 200+ nucleotides. 
SncRNAs play important roles in protein scaffolding, epigenetic patterns, and RNA 
post-translation processing (Bar et al., 2016). However, the long-term functions and 
characteristics of lncRNAs have yet to be extensively investigated. 

In addition to the human genome, single-cell RNA sequencing (scRNA-seq) has 
emerged as a major genomic (gene) and transcriptomic (protein) profiling technique. 
scRNA-seq allows scientists to study ncRNAs with unprecedented detail without 
knowledge of genetic lineage traces. Additionally, scRNA-seq allows scientists to 
examine individual cells, as opposed to its predecessor bulk RNA sequencing, which 
examines specialized cells in groups. scRNA-seq is crucial for targeted therapeutic 
options and provides a better understanding for cells in their biological context. 
Evidence suggests that lncRNAs play a major role in the development of aging related 
disease (Boon et al., 2016). However, few studies have been carried out to explain the 
role of lncRNAs in relationship to cardiac aging related diseases and locate specific 
gene clusters. The goal of this study is to identify those uninvestigated cardiac gene 
groups in myocytes (heart cells) of adolescent and adult Mus musculus using scRNA-
seq techniques. This will be useful to determine cell-to-cell signaling pathways and 
potential biomarkers in the heart, which may explain the importance of aging in CVDs.  
 
Methods
The enrichment analysis model was used to accurately and efficiently characterize, 
filter, and sort gene groups based on cell-to-cell functionality, normalized expression 
coefficients, and false discovery rates. To accomplish this, three computational “steps” 
were carried out:
1. Quality Control (QC): Before analyzing gene expressions in datasets, the “cell 
barcodes” must correspond to a testable cell within RStudio. If the cell isn’t testable 
and is included in the downstream analysis, the results may be inaccurate. QC was done 
to ensure that the data is of proper quality to be tested for downstream analysis. The 
open-source database can be found on National Center for Biotechnology Information 
(NCBI) Gene Expression #GSE14814. Computer software packages downloaded in 
RStudio include cowplot, dplyplot, Seurat, and BioConductor.
2. Normalization: Normalization restructures the gene dataset to minimize redundancy. 
A gene capture in the dataset may contain redundant numbers (cells) due to invariability. 

Normalization takes these “unformatted” datasets and scales them to obtain correct 
gene expressions between cells types that is similar across the entire dataset. 
3. Gene Set Enrichment Analysis (GSEA): GSEA is a visual analytical tool   that 
is applied to interpreting biological data. The main goal is to understand the shared 
biological functions that exist, including discovery of the same biological pathway, 
shared genes and regulators, common cellular compartmentalization, and even 
association with diseases.
4. Analysis: Using the previous steps and Microsoft software, the significantly 
expressed genes and important biological pathways can be visualized and analyzed for 
similarities and differences among cluster groups.

GSEA Data Processing Guide: GSEA was utilized to collect data on cardiomyocytes 
harvested from three (3) 8-week-old mice and three (3) 18-month-old mice. The 
following figure shows the data processing outline..

Results
Results of the data processing are shown in Table 1.

v

In this research study, two characteristics of this table are important:
1. Enrichment Score (ES): The level of degree to which the gene is overrepresented 
(top or bottom) in the ranked set of genes in the dataset.

Single-Cell Genomic Profiling of the Adult Human Heart 
and Transcriptomic Analysis of Differentially Expressed 
Genes (DEGs) in Myocardial Pathophysiology

Abstract
High mortality rates of cardiovascular diseases (CVD) in humans are contributed to the lack of detailed characterization of the human heart. Largely due to limited access 
in sampling and overwhelming extracellular diversity in myocytes, a clear transcriptomic profile of the human heart is difficult. Here, Next Generation Sequencing (NGS) 
techniques were utilized to create a genomic profile from an initial 34,543 young and adult Mus musculus mice cell dataset. With 2554 cells upregulated in the young phenotype 
(48.5% correlation area) and 2700 cells upregulated in the old phenotype (51.5% correlation area), a total of 255 significantly enriched genes (p<0.05) were tested for downstream 
analysis. Gene set enrichment analysis (GSEA) showed that histone H3 deacetylation, thyroid hormone receptor binding, regulation of circadian sleep/wake cycle, and target of 
rapamycin (TOR) signaling were the most significantly enriched biological agents and cell-to-cell signaling targeted pathways within the aged heart. Hdac8, Rps6kb1, Nr0b2, 
Thrap3, and Per3 were also indicated as significant gene groups after performing comparative leading-edge analyses and enrichment map visualizations. As cardiac biologists 
begin to examine the heart at transcriptomic levels, they gain insights into cellular functionality of gene groups and potential therapeutic strategies useful to cardiovascular 
disease development, progression, and prevention. This study supplies the foundational set of gene groups and targeted pathways needed for further wet-lab testing.
Keywords: cardiac aging, transcriptomics, cardiovascular disease, gene set enrichment analysis, false discovery rate, Rps6kb1
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2. False Discovery Rate (FDR): The estimated probability that the ES represents a 
false positive finding. In other words, a lower FDR correlates to a higher degree of 
certainty.

Dataset Output: From the dataset, a total of 34,543 initial features (genes) were 
analyzed according to their ES and FDR. In young cardiomyocytes, 2,554 / 5,254 
gene sets were upregulated in the young phenotype. Four gene sets were significantly 
enriched with an FDR < 25%. In total, 176 gene sets were significantly enriched 
at a nominal p-value < 1%. In adult cardiomyocytes, 2,700 / 5,254 gene sets were 
upregulated in the adult phenotype. Zero gene sets were significantly enriched with 
an FDR < 25%. In total, 79 gene sets were significantly enriched at a nominal p-value 
< 1%. 

Interpretation of Data: Within the 8-week-old mice, four biological pathways (with 
an FDR < 25%) were important. These four pathways are shown in Table 2. Each 
pathway is responsible for a correlated cause to cardiac aging. Furthermore, each 
pathway contains gene cluster groups that express the specific pathway within the 
heart.

Enrichment Plot Analysis: Each pathway expressed above can be visualized with an 
enrichment plot – a unique dataset visualization technique that clearly shows which 
genes are overexpressed or under expressed in a cluster. Each of the four enrichment 
plots can be found below.

The following pathways (and subsets of genes) within each enrichment plot were 
examined using a ranking metric score system. The lowest “point” on the green line 
correlates to the location of significant gene groups. In all four enrichment plots, the 
genes are negatively correlated in relationship to their respective enrichment score 
(ES). 

Significant Gene Clusters: Within each enrichment plot, differentially expressed 
genes (DEGs) are shown. These genes, shown under the green line, have been 
identified as novel biomarkers for their respective biological pathway. The gene 
clusters can be found in Table 3.

Table 3. Differentially Expressed Genes (DEGs)
Finally, all significant genes identified here can be confirmed for future wet lab 
testing and confirmation of existence. Because these gene sets have been previously 

neglected, future bioinformatics tests are needed to effectively elucidate the role of 
every gene in comparison to its biological makeup.

Discussion
Several questions were created to efficiently create this data science model:
• Can single-cell techniques be utilized to elucidate the role that DEGs play in the 
progression of cardiac aging development? 
• What cellular pathways contribute the most in cardiovascular disease and cardiac 
aging? 
• What biomarkers and therapeutics can be identified from these shared genes and 
biological pathways with regards to cardiac aging?

Hdac8, Rps6kb1, Nr0b2, Thrap3, and Per3 were indicated as a few significant gene 
groups (likely causes of enriched pathways) after performing comparative leading-
edge analyses. Beyond useful as a valuable resource tool, this study supplies insights 
into cellular functionality and therapeutic strategies useful to cardiovascular disease 
development, progression, and prevention. After analysis, this model was successful in 
(a) mapping biological pathways, (b) identifying biomarkers, and (c) creating a genomic 
profile to compare young cardiomyocytes to old cardiomyocytes. The integrity of 
biological databases creates errors not shown within the data. Sequencing frameshifts, 
high levels of redundancy, and unstructured data cells are potential sources of error 
that contribute to invalid results. Data storage, standardization, interoperability, and 
retrieval are dependent upon more bioinformatics models to reflect accurate findings.

Implications and Recommendations
Although little evidence exists to explain biological compositions and networks 
within the human heart, our understanding of cardiovascular aging and its homeostasis 
mechanisms is limited. Cellular heterogeneity has been proven as crucial in 
pathophysiological processes of other organs; however, this still remains unclear 
due to many technical and procedural malfunctions. Different organs of the human 
body have been shown to assist in the human heart function. The need to use single-
cell technology on the cellular and biological level is evident in explaining cardiac 
aging as a whole because it provides a comprehensive understanding of the cellular 
heterogeneity within the adult human heart.

As evidenced by the United Nations Sustainable Development Goal 3.4, the target goal 
is intended to “reduce mortality of non-communicable diseases by one third through 
better treatments” (Gordon, 2019). This goal aligns with the overall Sustainable 
Development Goal 3, which is intended to “ensure healthy lives and promote well-
being for all at all ages.” Better scRNA-seq methods combined with new knowledge of 
biologically important cells that contribute to these non- communicable diseases will 
be the next step in reaching Goal 3.4 specifically and Goal 3.

Future Research
The clear resolution imaging and rich data provided from scRNA-seq continues 
to attract cardiac biologists to understand the intracellular networks, epigenetic 
regulators, and potential heart defects that cause these disease to develop (Gladka et 
al., 2018). Using these biologically important understandings, novel targets for future 
therapeutic opportunities would be possible. As we progress in the twenty-first century, 
scRNA-seq will become more mainstream as costs decrease and widely distributable 
kits are available for the public. Personalized medical applications and further specific 
research with scRNA-seq technology will provide biologists with a closer end to these 
detrimental diseases, including cardiovascular diseases.
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Introduction
The first case of 2019-nCOV (COVID-19) in the United States was reported in 
early January of 2019 (Holshue et al., 2020). This relatively novel virus has taken 
a toll on the mental health of many Americans, tripling the prevalence of depression 
(Ettman et al., 2020). However, a limited number of studies have been done around 
the causes for this. These studies focus on financial wellbeing as the primary stressor 
in peoples’ lives, but this study expands on this literature by using more explanatory 
variables. COVID-19 brought social distancing laws (Hwang et al., 2020) and began 
to deteriorate the economy (Ibn-Mohammed et al., 2020), so financial wellbeing and 
social isolation were the two primary variables tested. The research question of this 
study then becomes the following: which of these factors can best explain the rise in 
depression across the nation. Following a “horse-race” research method (Davidson & 
MacKinnon, 1981), this study compares two major variables for their predictive power 
for depression: finance and isolation.
Methodology
Survey Instrument:
Fifty-two original questions were sent in a survey through a variety of mediums, 
including Facebook, a satisfactory method of data collection (Boas et al., 2020). 
Additional platforms include LinkedIn, Twitter, and Email. There were questions 
from three main dimensions: economic, emotional, and isolative stressors. This study 
controls for various factors that may otherwise conflate the data such as gender, 
education, and ethnicity. Because of the timeline of the project, participants were 
asked if they believe they suffer from seasonal affective disorder (“Seasonal Affective 
Disorder,” 2020), otherwise known as seasonal depression, to prevent conflation in 
findings. The survey measured mental health with the Patient Health Questionnaire 
(PHQ-8), an instrument used to gauge depressive symptoms (Kroenke et al., 2009). 
PHQ-8 Sensitivity Analysis:
Two surveys were sent out through various forms of media: one survey with five 
entertaining graphical images placed every ten questions and one without. There was 
no correlation between the presence of entertaining images and the PHQ-8 score, as 
the regression coefficient was -0.2410 with a large p-value of 0.785. A p-value < 0.1 is 
to be significant for the remainder of this study.
Summary of Descriptive Statistics:
There were 143 participants who took the survey from mid-December to early 
February.  All analyses use this sample size. The target population is adults with 
financial responsibilities, so the average age of the sample is 44.18 years. 
Demographics: A majority of participants’ race was Caucasian or White (63.4%) and 
African American or Black (26.76%). Participants were mostly female (78.3%), with 
males being (21.7%). Most resided in Mississippi (79.9%) and a small amount in 
Kentucky (4.20%). The education levels were as follows: High School Diploma or 
Equivalent, 8.4%; Bachelor’s Degree, 34.2%; Master’s Degree, 35.7%; JD/MD/Ph.D., 

18.2%; Other Terminal Degree, 3.5%.
Fiscal Statistics: The average income per year for 2019 (pre-tax) for our sample 
population was $83,356. For 2020 (pre-tax), the average was $85,944. 26.6% of the 
population was low income (< $40,000), while 25.2% was high income (> $100,000).
Isolation Statistics: The average person has 3.84 conversations in person per day in the 
last week. 53.15% of individuals believe they have more virtual interactions now than 
they did before the pandemic, and 67.83% of the population says that they had more in 
person conversations before COVID-19.  
Mental Health Statistics: The depression rates of the population were gauged using 
the PHQ-8, where scores could range from 0 to 24. 78.32% of participants were not 
depressed (score < 10); 20.43% participants scored in the range of major depression 
(≥ 10); and 0.70% of participants scored severe major depression (≥ 20). Additionally, 
26.57% of individuals report that they suffer from SAD, and another 12.59% of 
individuals are not sure if they do. 
Contemporaneous Study:
The first set of analyses used more objective measures of depression (PHQ-8), finance, 
and interactions. These measures tested current levels of depression, 10 months after 
the pandemic began.
Index variables are comprised of several other variables and are used in this study to 
summarize the predictive power of both dimensions: financial status and isolation. 
Increasing the value of an index maps with higher stress in said dimension. The 
constituent parts to each index largely dictates the results of the regression, so there 
are two models, where the indices are built differently. 
Multivariate Regression Model: 
In the first regression, some variables are chosen to become a part of the indices based 
on how representative they are.  Gender and seasonal depression were thought of as 
meaningful controls. 

Machine Learning Model:

Analysis of the Differential Impacts of 
Material and Social Stressors on Mental 
Health during the COVID-19 Pandemic

Abstract
Depression cripples a large percentage of the population, and the novel coronavirus pandemic has acted as an additional stressor, further exacerbating a decline in mental health. 
To effectively combat this, more information surrounding the virus’ impact on mental health is vital.  The virus has introduced two substantial issues, affecting even those 
who have not contracted the virus: a disruption in the economy that results in large scale unemployment and loss in income, as well as laws that have limited the sociability 
of individuals. This project acknowledges the presence of COVID-19 and examines financial, isolative, and emotional factors as potential culprits for the rise in depression. 
Our project follows a “horse-race” model, where financial stressors are tested relative to limitations in sociability to see which dimension of life is more predictive of having 
depressive symptoms. 

V i d h i  P a t e lR a e e d  K a b i r
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To eliminate subjectivity, the LASSO algorithm is a unique machine learning model in 
that it allows unrelated variables to be zeroed out completely. New indices were built 
without bias and new controls were used.

Key Findings: In Model 1, finance has a large coefficient of regression with a 
significant p-value. The finance index is 7 times more predictive than isolation. In 
Model 2, finance is 3 times more predictive, supporting the first model.
Event Study: 
This begins an analysis on past cases of depression and their relationship to COVID-19, 
in contrast with the contemporaneous study. For each of the three dimensions – finance, 
emotion, and isolation – participants were asked to rank the worst five months in the 
year 2020. The frequency of Mississippi residents ranking any given month as the 
worst was then graphed on the vertical axis.
The second graph superimposes the COVID-19 death numbers for Mississippi in 2020 
on top of Graph 1. All data was gleaned from the Mississippi State Department of 
Health (“Provisional Death Count,” 2021).
Key Findings: For Graph 1, the third month shows a sudden shock that stressed all 
dimensions of wellbeing. March was also the first month COVID-19 became an issue 
in Mississippi. There is little variation in finance, but emotional wellbeing seems to 
track closely with isolation. For Graph 2, people become desensitized to the stressors 
of the pandemic after some time. Sociability begins to peak as deaths peak in August.
An additional exploration is done to analyze the change in income across years. Graph 
3 is a kernel density plot that shows these findings. 
Key Findings: The average income from 2020 was about $2,500 dollars higher, 
proposing the average individual is doing better financially, but few increased and 
their jumps were so significant that this offset the declining wellbeing of the remainder 
of the population. This study found two types of displacement: upwards displacement 
was accompanied by an average of 0 weeks of unemployment, and downwards 
unemployment was accompanied by an average of 5.9 weeks of unemployment.
The high-income group (> $100,00) averaged 1.78 weeks unemployed. The low-
income group (< $40,000) averaged 3.63 weeks unemployed. However, the average 
participant is 2.74 weeks unemployed.
Time Series to Isolate an Exogenous Shock:
Next, the study used time series analysis to visualize relationship between wellbeing 
and each month as an independent variable. 
The results are in the table below, where the likelihood of January being ranked the 
worst month became the baseline, and any change in this likelihood of being ranked 
the worst is given in this table. For example, July was 11.9% more likely than January 
to be ranked the worst month for emotion.
Key Findings: February was statistically the same month as January. March 
introduced a stress that had a causal effect on emotional and isolative health. The 
presence of COVID-19 could be said to have caused a decline in mental health. 
Emotions covary more greatly with isolation in the past. The population does begin to 
become desensitized to the pandemic.
Multivariate Time Series Regression:
In order to draw a perfect parallel between this study and the contemporaneous study, 
the study runs a similar regression at the individual level, i, but at discrete steps in 
time, months. This will absorb the time-variant relationship of emotions over the 
course of the year. 
Key Findings: Isolation is 3 times more likely than finance to predict deteriorated 
mental health in the early stages of the pandemic (opposite of the contemporaneous 
study).

Conclusion:
Both financial and isolative stressors are valuable predictors for depression. The 
differences in these findings are not a result of bad data, but they highlight the 
differences between the studies. 
The contemporaneous study finds financial stress the greatest predictor of depression, 
and the past studies find isolative stress as the greatest predictor earlier on. It is 
understood that COVID-19 does something in the world that directly hurts the 
emotional health of the people, but it is not the virus itself, as the number of deaths 
does not track with emotion. Additionally, the potency of the exogenous shock wears 
off and sociability become restored as people become desensitized to the pandemic. 
The reasons for being depressed likely shift. After this shift, it is entirely possible 
that silent changes in financial wellbeing have accumulated across the year and have 
become more predictive of being depressed 10 months later. 
Thus, there is not one “horse-race” winner. Because the underlying mechanisms of 
depression are more nuanced than expected, there are two “horse-race” winners at 
different moments in the pandemic.
This study further elucidates univariate relationships between lifestyle and depression. 
It is found that virtual interactions like video call and text message have no effect on 
wellbeing, but interactions in person are quite significant. It is also notable that those 
that are on Food Stamps and unemployment benefits are likely to have a 5-7 point 
increase in PHQ-8 scores because of their financial stress. Further resources must be 
available for at-risk groups.
Limitations: 
1) The PHQ-8 test is not a test that diagnoses depression, but it is a strong indicator 
for depressive symptoms. 2) The time series is reserved for Mississippi-only residents, 
and the contemporaneous study contains 20% of non-Mississippi residents. Still, the 
LASSO algorithm verifies that state residence is not a strong predictor of depression. 
3) Because of the size of the study (143 participants), coefficients of regression 
and p-values may be lower or higher than they should be. 4) The sample is widely 
Caucasian, high-income individuals. There are no accurate analyses on ethnic impacts 
on depression because of this. 5) The studies based on ranking questions are subject 
to memory loss and perception. Although this is not objective, peoples’ perception of 
their own wellbeing is not trivial. Understanding when people believed they suffered 
is quite important.
Implications: 
Using regressions, this study highlights key aspects of life related to depression, so 
institutions can reallocate resources with policy to quell the surge of depression during 
current or future pandemics. 
Graph 6
Being financially vulnerable and socially isolated had enormous effects on wellbeing. 
Assuming PHQ-8 scores did not change from December 2020 to when most participants 
took the survey (January/February 2021), a proportion was used to calculate what the 
average PHQ-8 score likely would have been during the peak month for depression, 
April 2020. 
The average individual in the population would have roughly had a PHQ-8 score of 
14.53. This is halfway between major depression and severely major depression for 
the average individual. People in the U.S. suffered severely during the COVID-19 
pandemic, and aid should be administered to at-risk individuals, regardless of where 
this stress came from.
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Introduction
In 2020, approximately 1.8 million people were diagnosed with cancer in the 
United States. With different cancers ranging from breast to colon cancer, 
this deadly disease kills millions each year according to the National Cancer 
Institute. Not only this, but there are common denominators of the side 
effects of treatment such as anemia, pain, and infection that sometimes make 
treatment worse than the actual disease (American Cancer Society, 2020). 
However, over the recent years, scientists, and doctors all over the world 
have been seeking for better treatments that will not only help the pain of 
cancer treatment, but also survival rates of cancer all together. One research 
topic that medical professionals have been studying is induction of apoptosis 
into cancer cells (Ucker & Levine, 2018). Apoptosis is the programmed death 
of a cell due to internal deoxyribose nucleic acid (DNA) damage inside of the 
cell. Cancer results by too much apoptosis or a lack thereof in said damaged 
cells. Thus, the cancer cells spread and grow tumors. However, apoptosis is 
actually very important in treatment of cancer. Due to how important (and 
deadly) apoptosis can be, it has been one of the most researched topics by 
cell biologists over the years. More specifically, cell biologists have studied 
three main biochemical changes in apoptosis: caspases, the breakdown of 
proteins and DNA, and changes in the membrane/recognition by phagocytic 
cells (nigms.nig.gov, 2020). These cell biologists and other scientists have 
also started experimenting with mitochondrial transplantation in which a 
mitochondria “floats” to where it’s supposed to go in the cell (Elliott et al., 
2012). With this, a plant bacterium that is relatively similar to cancer has 
been used to research these concepts such as apoptosis and cancer that is 
called Agrobacterium tumefaciens. As these concepts are being developed 
and studied, the purposes of this project are as follows: first, to better 
understand how apoptosis and cancer works in the human body, second, to 
see how cancer directly affects cells through inoculation of agrobacterium 
tumefaciens in the leaves of a Wisconsin Fast Plant, and third, to incorporate 
this project and past research to show that we could possibly transplant 
the apoptosis ligands (TNF and FasL) and its receptors (TNFR and Fas) in 
order to help find a better treatment for cancer. It was hypothesized through 
this experiment that the Wisconsin Fast Plants would have a higher death 
rate and would be affected negatively if inoculated with the agrobacterium 
tumefaciens. 

Methods
Growing Plants: The plants were first planted in November and lasted 
throughout December. They were planted on a water reservoir (a bucket 
with water in it and a cloth mat) to simulate the water that is formulated 
in the ground. The plants were then planted using potted mix, quads, and 
other miscellaneous planting items. Three different quads were planted – two 
for control and one for inoculation. After around a week of them growing, 
they were pollinated the plants with dried honeybees. This was done using 
one bee per plant in order to decrease cross pollination. They then grew for 
another week until they were inoculated with the bacterium.
During and After Inoculation: The leaves on the plant were inoculated 
with the bacterium, Agrobacterium tumefaciens. The plant absorbed the 
bacterium via a painting method of inoculation to the bottom on selected 
leaves of the plant. 

After inoculation, plants were placed under a grow light to help regulate the 
temperature of the plants. This also would also give the plants light at all 
times. After around two (2) weeks, the plants showed major deterioration 
and they were put underneath a light microscope in which the effects of the 
bacterium on the cells of the plant were looked at it. This way, the effects of 
the plant could be looked at that most people would not see to the human eye.

Results
Results Without a Microscope: Without a microscope, the control group 

Transplantation of TNF/FasL Ligands and TNFR/FAS 
Receptors: A Study of the Effects of Agrobacterium 
Tumefaciens on Wisconsin Fast Plants

Abstract
“How can we cure cancer” has been a central question for many medical professionals for decades. However, besides radiation treatment and chemotherapy, 
these professionals have not been able to find an easy cure to cancer. That is why, for this project, the question was changed a more specific alternative, 
“How can we detect cancer successfully?” Wisconsin Fast Plants, a type of plant that grows exponentially compared to the regular plants, were grown as a 
control group and a test group was also grown. The test group was then inoculated with Agrobacterium tumefaciens, a plant alternative to cancer that quickly 
grows tumors in the stem which dehydrates the leaves and ultimately causes death. The plants were then inoculated and observed to see the effects of the 
bacterium on the plant. After they went through their life cycle, the leaves of the plant were observed under a light microscope. The control group had the 
normal cells that any other plant would; however, the plants with the cancer seemed to have signs of plant apoptosis. It was then concluded that if scientists 
were able to use this apoptosis to kill the cancer cells, then they would be able to use this for treatment of cancer. Using scientists’ knowledge of experimental 
mitochondrial transplantation, it can be concluded that in the near future, scientists will be able to transplant not only organelles from cells, but also the 
receptors and cells that cause apoptosis to induce apoptosis into cancer cells. 
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looked like normal plants. They had regular veins, green leaves, and were 
healthy plants in general. However, there were many symptoms from the 
bacterium in the test group. First, the test group began to deteriorate faster 
than the control group. This was shown through the blackening of the leaves 
and flies that flew around the plant. Second, the bacterium caused many of 
the leaves to dehydrate due to the tumors that grew inside of the plant (shown 
through the droopy and yellow leaves). With some of the leaves dehydrating, 
other leaves absorbed more water than others and caused the veins to be 
enlarged in the plant. 

Results Underneath the Microscope: Underneath the microscope, the control 
groups looked like normal plant cells: alive and working cells, regular veins, 
and an overall healthy plant. In the test group, there were enlarged veins 
(as shown in the “results to the human eye” section) that were caused by 
overhydration from the bacterium. However, the most important factor in the 
test group was how the cells reacted to the bacterium. The cells inside of the 
plant went through programmed cell death, otherwise known as apoptosis. The 
apoptosis in these plants were shown through black and brown spots on the 
cells of the plant.

Discussion
The results of this experiment showed that there is a correlation between 
apoptosis and cancerous cells. Throughout this project, three major factors 
were observed: what the plants looked like, how fast the plants were dying, and 
what the cells looked like underneath the microscope.
As expected, the Agrobacterium tumefaciens caused negative effects on the 
test group; however, the results were not as expected. Apoptosis in cells was 
not expected since the mistake was not directly inside of the plants, but instead 
the bacterium was inoculated. However, with this, it is able to be concluded 
that whether or not cancer happens from an excessive amount of apoptosis or 
lack thereof, there is apoptosis inside of the cells that cancer happens most of 
the time. It cannot be concluded that apoptosis happens one hundred percent of 
the time; however, it can be hypothesized that it does happen most of the time-

based studies and research. From this, it can be concluded that apoptosis is one 
of the major symptoms of cancer and scientists may be able to use this to their 
advantage using professional research. 

Implications and Recommendations
Apoptosis is taught as programmed cell death any many biology classes; 
however, many do not talk about what happens behind the scenes. Apoptosis is 
the self-destruction of a cell that happens due to a mistake in the DNA. Due to 
the cell not wanting to replicate the incorrect DNA. However, sometimes cells 
make another mistake and do not go through apoptosis which leads to tumors. 
The symptoms make some of the major causes of cancer are broad; however, 
it can be concluded that is the mutations inside of the cells and the apoptosis 
that occurs because of these cells are very common causes of cancer. Before 
exploring the possibilities of using apoptosis in cancer cells, background 
information must be included. Apoptosis happens when two ligands named 
tumor necrosis factor (TNF) and FasL link to TNFR and FAS receptors. These 
receptors then release instructions into the cell that tell the cell to induce 
apoptosis. With this information, it can conclude that cancer happens in cells for 
many reasons, but apoptosis is one of the most notable features here. With this 
information, it can most notably be concluded that apoptosis happens in cells 
and it can be questioned if induction of apoptosis in cancer cells is possible. It 
is more noticeably possible due to the advancement of research that has been 
given on many different areas of the cell. Recently, medical professionals 
have been researching mitochondrial organelle transplantation in humans 
in order to help with mitochondrial failure, which results in problems with 
homeostasis. Using this information, it is totally possible to transplant many 
cellular items such as organelles, receptors, ligands, etc. If it were possible 
to use experimentation and research of transplantation of these cellular items, 
then it is also possible to cure cancer using induction of apoptosis in these 
damaged cells. How the cure could happen is through apoptosis into cancer 
cells is through transplantation of TNFR/FAS receptors into the cancerous 
cells (Wong, 2011). Through this, scientists and researchers would also have 
to make sure to have a way to include ligands inside of the body in order to 
provide a way for the receptors to send instructions inside of the cell to induce 
apoptosis. If transplanted receptors were injected into the cancerous cells, then 
it may help the well-being of the world since cancer is one of the leading causes 
of death in that nation. 

Future Research
Through this research, the medical field could firstly, give a more successful 
treatment for cancer due to making treatment easier to live with than the 
alternative, that of radiation. Second, this information could be utilized in 
many other neurodegenerative diseases such as Alzheimer’s and Parkinson’s 
disease. Third, with the information of apoptosis that would be learned from 
this research, cell biologists would be able to learn more about how apoptosis 
occurs and how cells react to apoptosis. 
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Introduction
Caffeine is the most widely used of all psychoactive drugs and has become 
an integral part of cultures around the world (Wu et al., 2009). The average 
daily consumption of caffeine in the US and Canada is 210-238mg/day. 
Recently, caffeine has begun to be seen as “a model drug of abuse” and 
the use of caffeine has gained more attention. Caffeine is absorbed quickly 
when ingested and there is no blood brain barrier in either adults or fetuses 
(Fredholm et al.,1999). D. melanogaster’s lifespan can be altered by various 
stressors, such as the quality of their living environment. When they are no 
longer able to respond to stressors, their physiological balance cannot be 
maintained, and they eventually die. Caffeine can fragment the sleep cycle 
of D. melanogaster and disrupt their central biological clock. Disruption of 
a D. melanogaster’s circadian clock can increase the chances of obtaining 
diseases that are associated with ageing. (Wu et al., 2009). A fly’s diet can 
also have a significant effect on its lifespan (Halim et al., 2020). Under 
optimal conditions, D. melanogaster may live as long as 56 days (Flagg, 
n.d.). A study about the effects of long-term caffeine usage showed dramatic 
adaptations that did not necessarily align with those found when caffeine 
was used in the short term. These changes were not all detrimental and were 
in some cases beneficial (Fredholm et al., 1999). Male and female fruit flies 
have specific identifying characteristics which were used throughout this 
study. Most notable was the male’s underside, which is much darker than the 
females along with being more rounded (Flagg, n.d.). This study will look 
at the effect of caffeine on the lifespan and reproductive rates of Drosophila 
melanogaster. 

Methodology
Procedures: 
1. Obtain an F1 generation from a wild type parental generation
2. Check F1 vial every day for hatched larvae and if possible, create a group 
that includes roughly 10 flies and is a mix of male and female flies. Continue 
this until multiple vials have been created for the control group, one caffeine 
drop group(A), and 2 caffeine drop group(B)
3. Label the vial with the date of creation and group name(ex. Test Group 1A 
or control group 2) 
4. To mix up the food in the tube add the proper amount (either 0,1, or 2 
drops) of caffeine to 23.4ml of water stir mixture. Then add equal amounts of 
Instant Drosophila medium and caffeine and water mixture to tube. Sprinkle 

a little yeast on top. 
5. Everyday record the number of living and dead flies in each group in lab 
notebook as well as their genders until most flies in each group have died. 
Remove dead flies from tube.
6. When larvae appear in the tube with one of the groups, transfer flies 
to a new tube with food of the same caffeine concentration as they were 
previously in. Record the date of transfer.

To analyze the data regarding lifespan, the data from each tube (under the 
same conditions) was combined to make one combined data set for each 
of the three conditions: control group, Group A, and Group B. The average 
lifespan, range, median, and standard deviation was calculated. Data 
regarding reproduction was averaged. The data for the day each transfer 
took place was also averaged with the day for the equivalent transfer in 
all the other tubes put under the same conditions. If a group did not have 
multiple tubes with data, no average was taken. Missing data was marked 
as an error and accounted for by standard deviation. Finally, a specific first 
transfer average and standard deviation was taken using the same procedure 
as stated above. The flies were considered to have reproduced when they 
were transferred due to the presence of larvae. 

Data Analysis and Results

Interpretation of Results
It is observed within the results for the three test groups that both caffeine 

Effect of Caffeine on the Life Span and 
Reproduction Rate of Drosophila melanogaster

Abstract
The purpose of this experiment was to test the effect of long-term caffeine usage on Drosophila melanogaster. The effect on their lifespan and reproduction 
rates were studied. Caffeine was administered to the F1 generation of flies in amounts of one and two drops through their food. The null hypothesis regarding 
lifespan was rejected using a chi square calculation. Data showed that Group A, the group with only one drop of caffeine, had a longer lifespan than either of 
the other two groups. Group B, two caffeine drops, also had a longer lifespan than the control. This data was analyzed by combining the data from different 
vials of flies given the same treatment and taking the average, standard deviation, range, and median of that data. The null hypothesis for reproduction rate 
was also rejected using a chi square calculation. Data showed that Group A had later transfer dates and Group B generally had earlier transfer dates than 
the control. This data was analyzed by averaging the days since the vial was created for each group (control, A, and B). This research helps to promote the 
Sustainable Development Goal 3: Good Health and Wellbeing for all People. Further research applying this knowledge to humans can also help to aide 
medical professionals in making recommendations regarding caffeine to patients. 
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groups had longer average lifespans with Group A having a much longer 
lifespan then either Group B or the control group by 7.4 12.9 days for males 
and 16.8 and 28.3 for females respectively. Both caffeine groups had a longer 
range of lifespan than the control group. Group B death rates are evenly 
distributed over the timeline showing that the flies died consistently over 
time, while Group A death rates are skewed left showing that they had longer 
lifespans on average, and the control groups deaths are skewed right showing 
that they had shorter lifespans on average. Death occurs when a fly is no 
longer able to respond to stressors and their physiological balance can not be 
maintained (Wu et al., 2009). The lifespan averages show that the two groups 
with caffeine had extended lifespans and were thus able to respond to the 
different stressors better than the control group flies. 
 With the control group, the average male lifespan was greater than that of 
the females while the opposite holds true for both Group A and Group B. 
Group A female average lifespan was significantly higher than any other 
lifespan at 48.3±12.5 days. 
Each group (control, A, and B) originally had three tubes consisting of 10 
flies each and the data from these tubes would be combined to give data for 
all three groups. However, this did not go as planned due to flies escaping 
during tube transfers. These flies were noted and taken out of the data and 
calculations, as no death date could be determined for them. Group A ended 
up with only one tube of data due to the majority of flies in the third tube 
escaping.

Interpretation of results
There is little difference between the average day of the first transfer due 
to larvae of the control group and Group B. There is a difference between 
the control group, Group B, and Group A. Group A has a much later date at 
12±4.2 days after the group was first created. Group A also has a much higher 
standard deviation than the control group and Group B. 
Looking at the average day each group was transferred due to larvae, Group 
B consistently transferred earlier than both Group A and the control group. 
The exception to this is with the first transfer where the Group B average 
day is 8.5 which is 0.5 higher than the control group average. Group A is 
consistently transferred later than both Group B and the control except for 
transfer four. 
Both group A and B have six transfers and produced larvae consistently with 
the transfer days, stretching out towards the end of the lifespan range for 
each group. Group B’s last transfer occurs nine days before the maximum 
lifespan observed in this study. While another transfer would be expected 
within this time frame, the lack of one can be attributed to the tendency for 
Group B males to die faster than Group B females. This leaves only females 
in the test vial near the end. The control group only had four transfers and can 
be attributed to the shorter lifespans seen within those flies with no difference 
in reproductive habits. 
There was missing data for the transfer days particularly within the Group 
A data set. These would be due to human error in recording the data and 
should be mitigated by standard deviation. There were also a few transfers 
made for reasons other than larvae appearing within the tube, such as a 
spider appearing within the vial. This error was accounted for in the data 
with standard deviation and can be prevented in the future by raising flies in 
a non-home environment.

Discussion
The null hypothesis regarding lifespan data will be rejected because the p 
value of 54.2 is greater than the chi square critical value of 9.488. This shows 
that the continuous consumption of caffeine over time does influence the 
lifespan of D. melanogaster. The fact that both amounts of caffeine extended 
lifespan would be supported by the research done by Fredholm et al.(1999) 
and his colleagues, showing that the effects of long-term caffeine usage were 
not always negative.  
The null hypothesis for the caffeine’s effect on reproduction rate is rejected 
because the p value of 26.3 is greater than the chi square critical value of 
11.070. While the differences seen between the control group and the A and 
B group transfer rates were small, there was still a slight difference. Small 
alterations of D. melanogaster’s genetic code can significantly alter their 
behaviors (Benzer & Konopka, 1971). It is possible that something similar 
to this was happening to a small extent. It is also possible that the caffeine 
was reaching the brain of the D. melanogaster causing this to occur. It is 
known that there is no blood brain barrier to caffeine (Fredholm et al.,1999).

Implications and Recommendations
This research can help promote the Sustainable Development Goal 3: 
Good Health and Wellbeing for all People. This research shows long-term 
caffeine usage can lengthen the lifespan of Drosophila melanogaster. This 
is important information for medical researchers going forward as patients 
are continuing to ingest high amounts of caffeine. D. melanogaster and 
humans have more than 50% of gene homologous (Halim et al., 2020). This 
implies that it is possible that the same could apply to humans. While this 
does not provide enough research for medical professionals to begin making 
recommendations regarding caffeine usages, it does provide evidence that 
they may need to worry less about daily caffeine consumption by patients. 
The research showed small amounts improved the lifespan length, although 
the decrease in lifespan length shown in Group B compared to Group A does 
suggest that there is a cutoff where the effect is no longer seen or could 
potentially become harmful. The information regarding reproduction is 
also important as it suggests a possible slowdown in reproduction for D. 
melanogaster. As stated above, this could be transferred to human studies as 
future researchers could include in an investigation of caffeine’s effects on 
humans. 

Future Research
For future research, an empirical study of caffeine users of different 
types could be conducted to see if this research transfers to humans in 
their everyday lives. It could work as a series of questionaries regarding 
frequency and amount of caffeine consumption and follow the participants 
for x number of years from the start of the study. More research can also be 
conducted regarding reproduction in D. melanogaster with a larger sample 
size and more data to ensure the small sample size did not significantly affect 
the results. 
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Introduction
Dictionary Learning is a type of machine learning that is useful in applications 
where many other machine learning techniques fail because Dictionary 
Learning outputs a representation of data that is then interpreted for results, 
rather than directly output the results from the data. These applications 
include facial recognition [1], low-dose x-ray CT reconstruction [2], and 
image denoising [3]. In short, Dictionary Learning takes some dataset and 
outputs a (potentially overcomplete) basis that can be used to represent 
each datapoint as a linear combination of as few basis vectors as possible 
[4], which is more commonly known as a sparse representation of the data. 
However, implementations of Dictionary Learning, such as those in Scikit-
learn [5], require as an input the number of basis vectors (often called atoms) 
to generate, and there is currently no general procedure for determining 
the optimal value for this number [6]. In practice, usually one guesses and 
checks the number of basis vectors until one gets a reasonable result, as 
the number need only be greater than the minimum number necessary to 
represent the data, so very little research has been done on methods to find 
the number of basis vectors needed; however, using too many basis vectors 
can lead to overfitting and higher computation times. However, as processes 
involving Dictionary Learning become more and more automated, it will 
become necessary for a computer to be able to find the number of basis 
vectors necessary to sparsely represent data, which we call the overcomplete 
dimension of a dataset.

We outline a procedure to bound this overcomplete dimension. This number 
is closely related to the dimensions of the subspaces that the dataset is 
composed of, which we derive algorithms for estimating in general. We also 
examine specific subcases of the problem, when these subspaces have either 
all the same dimension or all distinct dimensions and develop algorithms to 
estimate the dimensions in these subcases.

Background on Geometric Algebra
First, we define the outer product using standard definitions (also known as 
the geometric outer product, the wedge product, and the exterior product) 
on R^n and note some of its basic properties. The outer product of a set {x_1,…
,x_r} of vectors from an inner product space is the oriented r-dimensional 
parallelepiped with edges x_1,…,x_r. We denote the outer product of \{x_1,…
,x_r \} by x_1∧⋯∧x_r, and we denote the volume of this parallelepiped by 
|x_1∧⋯∧x_r |. If this volume is 0, we write x_1∧⋯∧x_r=0. 

From this definition, we immediately observe that if the inner product space 
is R^n and r>n, then x_1∧⋯∧x_r=0. More generally, x_1∧⋯∧x_r=0 if and 
only if {x_1,…,x_r} is a linearly dependent set. This can be easily proven by 
induction on r. To compute the outer product in practice, more results are 
necessary, such as those outlined by Macdonald [7]. Additionally, a more 
rigorous definition of the outer product can be achieved through geometric 
algebra [7] or through category theory [8].
For our purposes, we usually wish to determine whether |x_1∧⋯∧x_r |≈0 
(i.e. less than ϵ for some fixed ϵ). The fastest way to do this is through 
an LU decomposition. First, we let A=[x_1,⋯,x_r], then compute the LU 
factorization of A using standard techniques; thus, A=LU for square lower 
triangular L and upper triangular U. Because |x_1∧⋯∧x_r |=0 if and only 
if \{x_1,…,x_r \} is linearly dependent, it follows immediately from the 
definition of an LU factorization that |x_1∧⋯∧x_r |≈0 if and only if U_
(i,i)≈0 for some i.
Estimating the Probability of Linear Dependence
Let Ω=⋃_(i=1)^M▒Ω_i  be a dataset consisting of a union of M>1 nontrivial 
subspaces of R^n. Order these so that dimΩ_1≤⋯≤”dim” Ω_M, and let 
“dim” Ω_i=σ_i. We also let p_i=P(x∈Ω” and “ x∈Ω_i). If we randomly select 
x_1,…,x_r from Ω, the probability of linear dependence P_r=P(x_1∧⋯∧x_
r=0) is as follows:

This equation is novel, but a full derivation is excluded for conciseness. In 
the case where each of the subspaces has the same dimension, say σ, we 
can reduce the above equation. By symmetry, each term in the second sum 
has the same value, and since there are (M¦k) terms, the sum reduces to the 
following:

Algorithms to Estimate the Sparsity
Next, we propose three different algorithms to estimate the sparsity of a 
dataset, defined as the largest highest dimension of the underlying subspaces 
(σ_M), each of which reward different use-cases. 
Firstly, we propose an algorithm for estimating the sparsity in the case 
where each of the subspaces has the same dimension and proportion, i.e. 
σ_1=⋯=σ_M=σ and p_1=⋯=p_M=1/M. We estimate P_r using Monte-

Using Geometric Algebra to Estimate the Sparsity of 
Data and the Size of the Minimal Overcomplete Basis 
for Data through Observations

Abstract
Dictionary Learning is a type of machine learning with extensive applications, including facial recognition and image denoising. Dictionary Learning works 
by taking some dataset and outputting an overcomplete basis that can be used to represent each datapoint as a linear combination of as few basis vectors as 
possible. However, implementations of Dictionary Learning require as an input the number of basis vectors to generate, and there is currently no general 
procedure for determining the value of this number. Here we provide a procedure using the geometric outer product to bound the number of necessary 
basis vectors in the case where the dimensions of the subspaces comprising the dataset are distinct, the case where the dimensions are all the same, and the 
general case. We also provide a system of equations that gives the dimensions of each of the subspaces as solutions, and we provide bounds on the number 
of necessary basis vectors given the dimensions of the underlying subspaces. This brings Dictionary Learning closer to being able to be used on any dataset 
without prior knowledge about the dataset’s underlying structure.
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Carlo simulations, calling each estimate Q_r. The algorithm is as follows:
With 1000 samples, find the smallest value of r such that Q_r≠0. Then, 
perform 100,000 samples to improve the estimate. We denote this value of r 
as r_0. Note that this is not necessarily σ+1, as while P_(σ+1)>0, P_(σ+1) 
may be arbitrarily small.
Next, with 100,000 samples each, estimate Q_(r_0+1) and Q_(r_0+2).
Through brute force, find the least squares solution for σ and M according to 
the equation for P_(r_0 ), P_(r_0+1), and P_(r_0+2).
Next, we motivate the prior algorithm. Initially, we seek to find a nonzero 
value of Q_r with minimal r, but this isn’t necessarily the global nonzero 
minimum of P_r. With 20 subspaces of R^20 of dimension 10, for example, 
P_11≈10^(-13), which is not reasonably detectable through Monte-Carlo 
methods. Thus, we only use 1000 samples initially to strike a balance between 
computing time and accuracy, though this number can be varied. The general 
idea of the algorithm is that we calculate a few values of Q_r, then find the 
values of M and σ that give theoretical probabilities closes to these values 
of Q_r through brute force. Lower values of r_0 significantly decrease the 
time of the brute force, which is why we seek the smallest value of r_0 in 
the first step. In the listed algorithm, we only calculate 3 terms arbitrarily, 
and this number may be increased/decreased to increase/decrease accuracy 
respectively. Because necessarily 0<σ<r_0, there are a finite number of 
values of σ to test, but there are technically an infinite number of values of M 
to test. Thus, the only way for the algorithm to actually function is to assume 
some maximum value for M, which can be done by considering the specific 
context of the problem the algorithm is being applied to.
Next, we propose an algorithm for estimating the sparsity in the case where 
each subspace has a distinct dimension:
Calculate Q_r for 1≤r≤n, and σ_1 is one less than the first r such that Q_r≠0. 
Also, p_1=(Q_(σ_1+1) )^(1/(σ_1+1)).
Suppose that we know the first m values of σ_i and p_i. Let ρ_m (r) denote 
the value of the equation for P_r when the first sum is evaluated from i=1 to 
m instead of from i=1 to M for a given r value. σ_(m+1) is one less than the 
first r value for which Q_r-ρ_m (r) is nonzero. In addition, p_(m+1)=(Q_(σ_
(m+1) )-ρ_m (r))^(1/(σ_(m+1)+1)). By the principle of mathematical 
induction, we have a formula for all σ_i and p_i.
The formulas used in the above algorithm stem from the fact that when r=σ_
i+1, there is only one term in the formula for P_r involving σ_i and p_i. Thus, 
we may inductively calculate each σ_i to find the sparsity σ_M.
Finally, we propose an algorithm for the general case, i.e. when σ_i are 
arbitrary.
Using 1000 samples, find the first value r such that Q_r≠0. We call this value 
r_0. Then, calculate Q_r for all r_0≤r≤n-1 using 10,000 samples.
Through brute force, calculate the least squares solution for σ_1,…,σ_M and 
M, assuming some fixed distribution for p_1,…,p_M.
This is a direct generalization of the algorithm for when each subspace has 
the same dimension. In this, we typically assume that each subspace has 
approximately the same proportion in the dataset, but any distribution may 
be assumed; some distribution must be assumed to be able to calculate each 
P_r.
We implement each of these algorithms in the Julia programming language 
and have verified their efficacy and accuracy.

Estimating the Size of the Overcomplete Basis
A set of vectors D={D_1,…D_N} is an overcomplete basis for Ω if each Ω_i can 
be spanned by exactly σ_i elements of D. The size of an overcomplete basis D 
is |D|. An overcomplete basis D for Ω is minimal if every other overcomplete 
basis for Ω has size greater than or equal to the size of D. The overcomplete 
dimension for Ω is the size of any minimal overcomplete basis for Ω.
Henceforth, D refers to some minimal overcomplete basis for Ω with size N. 
In general, minimal overcomplete bases are not unique, but in select cases, 
minimal overcomplete bases are unique up to scalar multiplication. We seek 
to bound N given each σ_i. 

Firstly, we make a simplifying observation. If Ω is some dataset with 
overcomplete dimension N and Λ is some dataset with overcomplete 
dimension η, then the overcomplete dimension of Ω∪Λ is less than or 
equal to N+η. This is due to the requirement that the overcomplete basis 
corresponding to the overcomplete dimension be minimal. Because the 
overcomplete dimension of some subspace Ω_i is just σ_i by definition, it 
follows that N≤∑σ_i.
If two subspaces have dimensions that sum to less than n, they have no 
guaranteed nontrivial intersection, as can be seen clearly through the 
example of subspaces slightly shifted from each other. Thus, the following 
upper bound for N holds:

This upper bound essentially “pairs” subspaces together to see if they 
intersect, hence the reliance on the parity of M.

Implications
We have given a procedure that allows one to directly bound the number 
of basis vectors needed to sparsely represent data, as well as calculate the 
dimensions of each of the subspaces comprising the data. Specifically, we 
have developed three different algorithms to estimate the dimensions of the 
subspaces comprising a sparse dataset for three different use case: when each 
of the dimensions is the same, when each of the dimensions is distinct, and 
when no assumptions are made about the dimensions whatsoever. Each of 
these provides a method to estimate the sparsity, as well as provide inputs 
to our derived bounds for the overcomplete dimension. Moreover, these 
bounds are essentially the best possible bounds, except for slight possible 
improvements as σ_i→n. In the sparse case, however, these bounds cannot be 
improved, as can be shown by a construction of a limiting case. This helps 
bridge the gap between data collection and dictionary learning techniques.

Future Work
There is still potential work to be done to improve the three proposed 
algorithms. In particular, the number of samples taken and terms used is 
arbitrary, so more work could be done to find the minimal sample size. 
In addition, the algorithms themselves should be tested with real-world 
datasets, as all testing done for this project was with manufactured datasets. 
Additionally, more work can be done regarding the effect of noise and small 
datasets on the accuracy of the algorithms. Finally, it may be possible to gain 
information by considering Ω⊗G^n, where G^n is the geometric algebra in 
n dimensions, as this could help bring out more details about the subspaces.
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Introduction
Human Immunodeficiency Virus (HIV) /Acquired Immune Deficiency Syndrome 
(AIDS) continues to affect millions of individuals and is an enormous health issue 
worldwide. Unlike its retrovirus cousins, HIV specifically targets CD4 lymphocytes, 
which are white blood cells that are designed to fight viral infection. This, combined 
with HIV’s high mutation rate and ability to remain dormant, creates unique challenges 
for researchers (Retroviruses, 1997). Though antiretroviral therapy is instrumental 
for longer patient life spans and slowing the progression of the HIV pandemic, there 
is currently no cure for the retrovirus  (WHO, 2013). Thus, it is instrumental that 
potential causes for disease transmission are examined. 
As HIV has touched nearly every country in the world, understanding why HIV 
incidence rates vary country to country may be useful to developing policies to combat 
the disease. This variance can be attributed to different influential and behavioral risk 
factors per population. Though there has been research involving specific countries 
and regions and HIV prevalence rate, few studies cover the broad impact of predictor 
variables on HIV incidence rate throughout the world.
The objective of this study is to examine the influence of social, health, and economic 
factors on global HIV incidence rates through the usage of statistical analyses. 
Specifically, a multiple linear regression analysis predicts the outcome (Y) based 
on a set of predictor variables (Xi) to assess the impacts of multiple variables in the 
same model (Alexopoulos, 2010) and a random forest feature importance model could 
evaluate the importance of features on a classification task (Sci-Kit Learn, 2011). 
Trained on current epidemiological data derived from various health databases, a dual 
machine learning model system could reveal to private, public, and academic sectors 
the policies necessary to prohibit further transmission of the disease.
Methodology:
Data: Five characteristics were analyzed due to their possible HIV Incidence 
correlation: adolescent fertility rate per 1000 women ages 15-19 and medical doctor 
density per 10,000 people, from the World Health Organization database, mean years 
of education of total schooling for ages 25+ from the our World In Data dataset, health 
spending per capita from the World Bank dataset, and contraceptive prevalence, both 
traditional and modern, from the Population Reference Bureau fact sheet. The HIV 
Incidence rate was retrieved from the UNAIDS fact sheet. There were 1386 data points 
procured for regional comparisons and of those 1386 data points, 819 were utilized 
for modelling. Datasets were sorted with a Python script to align with country specific 
data. For further HIV feature analysis, a “low” HIV incidence rate was assigned to a 
country wide incidence rate of less than 1.0, and a “high” incidence rate was assigned 
to a country wide incidence greater than 1.0. The 1.0 boundary was chosen due to the 

mean HIV incidence rates of the recorded countries being 1.01. 

For bivariate analysis, a Pearson coefficient test was utilized as well as a p-test to 
determine statistical significance. The most influential factor found was adolescent 
fertility rate, which had a statistically significant positive correlation of 0.3695  and 
the least influential factor was Contraceptive Prevalence which had a weak, negative 
correlation of -0.03828.
Machine Learning Models:
The data was imported into a Multiple Linear Regression model, where backwards 
tracking was utilized to find the most influential features and their correlation. A 
second machine learning method, Random Forest Feature importance, paired with a 
Random Forest Classifier, further analyzed the five features. The training data was 
chosen randomly, with 80 percent of the data points functioning as training data and 20 
percent as test data. Each machine learning model was run ten times, and the average 

Analyzing Global Factors Affecting the HIV Epidemic
Utilizing Statistical Tools and Machine Learning

Abstract
Human Immunodeficiency Virus (HIV), the virus that causes Acquired Immunodeficiency Syndrome (AIDS), infected an estimated 1.7 million individuals globally in 2019. 
However, there are few global studies that analyze HIV at a global level. This study was undertaken to analyze the quantitative values of potential causative socioeconomic 
and health factors of HIV incidence rate worldwide. Drawing from multiple information sources, such as UNAIDS and WHO, possible country level indicators of HIV, such 
as adolescent fertility rate, contraceptive prevalence rate, mean years of education, medical doctors, and health expenditures were compiled from 185 countries. Bivariate and 
multivariate analysis was utilized to extract the strength of the possible factors. Packages such as sci-kit learn and NumPy in conjunction with Python were used for statistical 
analysis, and Microsoft Excel was used for data storage. Through univariate, bivariate, and machine learning analysis, the strongest positive correlation was found between HIV 
incidence rate and adolescent fertility rate. The strongest negative correlations were found between medical doctor density and mean years of education. The multiple linear 
regression model had a lower test accuracy and had a conflicting positive correlation with mean years of education compared to the other analyses, signalling that most of the data 
could be non-linear. Curbing adolescent fertility rate, increasing the number of medical doctors, and increasing mean years of education may decrease HIV infections worldwide. 
This can be implemented by local, state, and national governments.
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was determined to be the overall accuracy and feature importance.
Results-
Univariate Analysis
The univariate analysis indicates that AFRO WHO Region had the highest HIV 
Incidence Rate, highest adolescent fertility rate, lowest medical doctor density, lowest 
mean years of education, lowest health spending per capita, and lowest contraceptive 
prevalence rate. Meanwhile, the EUR WHO Region had nearly the opposite, with one 
of the lowest HIV Incidence Rates, lowest adolescent fertility rate, highest medical 
doctor density, highest mean years of education, highest health spending per capita, 
and highest contraceptive prevalence. 
Bivariate Relationships:
A Pearson correlation test showcased the correlation coefficient between each feature 
and HIV Incidence Rate. A statistically significant, positive correlation was found 
between Adolescent fertility rate and HIV incidence rate. A statistically significant, 
negative correlation was found between medical doctor density and HIV incidence 
rates.The other three variables had statistically insignificant, negative correlations with 
HIV incidence rate. The most influential factor found was adolescent fertility rate and 
the least influential factor was Contraceptive Prevalence. The bivariate analysis also 
aligns with the univariate analysis, as the region with the highest HIV incidence rate 
also had the highest adolescent fertility rate, as well as one of the lowest HIV incidence 
rates had the lowest adolescent fertility rate.
Modeling:
The multiple linear regression model with five features had an accuracy of 27.8% on 
training data and a 23% test accuracy rate with the mean years of education having 
the largest correlation weight. The least important feature, health spending per capita 
was subsequently dropped. The next multiple linear regression model had a 25.8% 
accuracy on training data and 27% test accuracy rate on testing data, and the mean 
years of education had the largest correlation weight. Dropping the next least important 
feature, contraceptive prevalence, decreased the accuracy of the model.
The random forest feature importance model designated the strongest feature 
importance to adolescent fertility, with medical doctor density second. The third 
important feature varied between mean years of education and health spending per 
capita. To test the accuracy of the features, a random forest classifier was utilized with 
the same randomized dataset the feature importance model used. The random forest 
classifier model had an accuracy of 94.72%  on training data and 84% on test data. 

Discussion:
Notably, the top three features in each model were the same: adolescent fertility rate, 
medical doctor density, and mean years of education. Although the multiple linear 
regression model had a 27% test accuracy, it gave considerable weight to mean years 
of education compared to the other features, more than eleven times the weight of 
the second important feature. Meanwhile, the forest feature importance model gave 
the most weight to adolescent fertility, which aligns with the bivariate statistical 

correlation. Utilizing the same random data as the feature model, a classifier model was 
able to distinguish between low and high HIV incidence rates at a country level 94.7% 
of the time with training data and 82% of the time with test data. A possible reason 
for the low accuracy and positive correlation of mean years of education with HIV 
incidence rate for the multiple linear regression, which conflicted with the bivariate 
analysis and machine learning model, is that most of the data is nonlinear. This idea 
aligns with the random feature importance and decision trees classifier having a higher 
accuracy.
Implications and Recommendations
It is crucial that a data driven approach is utilized to combat the transmission of HIV 
(Courtenay-Quirk et al., 2016). The top three recurring features, adolescent fertility 
rate, medical doctor density, and mean years of education should be examined 
further. Moreover, this research aligns with Sustainable Development Goal 3 by the 
United Nations, which is the ability to ensure healthy lives and wellbeing. Being 
knowledgeable on the most influential factors causing HIV in the world will allow 
broad efforts from multiple agencies to make specific adjustments to prevent HIV 
spread. 
Adolescent Fertility Rate
A statistically significant, positive relationship was found between adolescent 
fertility rate and HIV incidence rate. Around the world, countries that suffer from 
disproportionately high adolescent fertility rates also have a greater percentage of non-
marital sex, domestic abuse, and unwanted pregnancies, all of which could contribute 
to sexually transmitted diseases like HIV. Measures at both the government level and 
local level that could curb adolescent fertility rate include stronger social programs 
to improve socioeconomic status and improving gender inequality standards through 
national laws.
Medical Doctor Density
A statistically significant, negative relationship was found between medical doctor 
density and HIV incidence rate. One explanation is for patients to be properly diagnosed 
and treated for HIV, there must be medical doctors. Their roles as preliminary screeners, 
monitors of infection, and appropriate managers of antiretroviral therapy greatly affect 
the spread of the virus. Because of this, increasing medical doctor density through 
financial incentives or government involvement could decrease HIV incidence rate 
especially in countries with low densities of doctors.
Mean Years of Education
Although mean years of education was statistically insignificant, its heavy weight 
in the multiple linear regression model could provide insight on the HIV epidemic. 
Educated people have more financial stability and as a result, do not have to turn to 
risky behaviors such as prostitution for an adequate income. Further, health education 
helps individuals be more aware about the risks of HIV, and how to protect themselves. 
Increasing mean years of education at the community, state, and national level may 
reduce HIV incidence rate according to the bivariate analysis.
Future Research
The data utilized in this model may be used in more machine learning models such 
as a support vector machine, neural network, or K-Nearest Neighbors classifier to 
further analyze the data. In the future, including more features and data points to 
fully encapsulate the HIV pandemic could yield stronger statistical relationships. In 
addition to more data points, a future model could track yearly HIV cases instead of 
HIV incidence rate.
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Introduction
The Moringa oleifera plant is native to Africa, and it is used primarily for 
its medicinal properties. The plant, however, can be used as a natural filter 
for water. According to researchers Francis Kweku Amagloh and Amos 
Benang (2009), Moringa is a non-toxic, natural source that can be used in 
water purification. The chemicals typically used in this process, like chlorine, 
could cause extreme health hazards if something were to go wrong in the 
filtering process. Their research determined that the filtering effects of the 
plant’s seed had extremely similar results as the previous filtering method 
used by professionals (Amagloh & Benang, 2009). Compared to aluminum 
sulfate and ferric sulfate, the percentages of E. coli and turbidity removed by 
the Moringa oleifera were very similar and only slightly lower. Researchers 
from Great Britain have also come to similar conclusions, going so far as to 
make the observation that older seeds have less effective filtering properties. 
These researchers made the powdered Moringa into a paste that could be 
further used for research (Pritchard, et al. 2010). Their research, however, 
did not concern the effects of the plant on naturally occurring water sources. 
Small bodies of water, such as holding ponds or small lakes, often run-off 
into rivers and streams. These streams lead into huge bodies of water, so if 
the ponds and lakes become polluted with toxins, the large bodies of water 
will as well. The powdered Moringa oleifera plant could potentially filter 
out the toxins on a large scale, depending on the concentration of the seeds

Methods 
The first step was to collect a sample of unfiltered, natural water from a local 
retainment pond. The presence of contaminants in the water was investigated 
using water test strips. These strips show the presence of potentially toxic 
elements such as lead, fluoride, iron, copper, mercury, chlorine, nitrite, 
nitrate, sulfate, zinc, and manganese. The water sample was also tested for 
dissolved solids, and the pH level was determined using a digital pH tester. 
After recording the results, finely crushed Moringa seeds were incorporated 
into the water sample. The new solution was left to sit for 24 hours, and 
the new levels of the contaminants was retested. The testing process was 
repeated for five trials. The data was then inserted into a chart to run a 
statistical analysis (Table 1). 

Results: Each of the before and after results of the five trials is recorded in 
parts per million as well as pH, and each value is an estimation based off of 
the values retrieved from the water testing strips. One can observe a decrease 
in the values of lead, iron, nitrate, the total alkalinity, hardness, sulfate, free 
chlorine, and the total dissolved solids value. The pH also became less acidic 
with the introduction of the seed.

Statistical Analysis: To summarize the data found from the experimentation, 
the before and after values from each trial were averaged together. From this 
average, the standard deviation between each of the before and after data 

The Effect of Moringa oleifera on 
Purification of Natural Bodies of Water

Abstract
Water contamination is currently a growing issue around the world, and the Moringa oleifera seed showed promise in successful water purification. Knowing 
this, it can be determined that the Moringa seed would be successful in filtering toxic agents from natural bodies of water as well. In this study, a sample of 
unfiltered, natural water was collected from a local retainment pond, and the contaminants in the water were tested for dissolved solids, along with other 
potentially toxic elements that could be present in the sample. Crushed Moringa oleifera seeds were incorporated into the water sample. The solution was 
left to sit for 24 hours before the testing process was repeated. There were substantial levels of potentially harmful elements in the sample, such as lead, 
nitrate, sulfate, and zinc. The presence of zinc nitrate can irritate the skin and eyes, and even cause nausea and vomiting. Lead is also extremely toxic when 
consumed. All values, excluding the zinc, were reduced to zero after filtration. Additionally, using a digital pH meter, the pH of the sample after filtration was 
determined to be 6.5, 0.5 higher than the original value of 6, which is closer to the pH of pure water. The study showed that the moringa seed has significant 
effects on the filtration of toxic agents out of bodies of water. The removal of multiple elements and increased pH demonstrates that the Moringa seed was 
successful in the purification of the water sample, and further experiments will clarify the limitations of its abilities in filtration.
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points were determined, as well as the standard error. On average, there is 
not much variation between each data point, and for data sets such as sulfate, 
the large standard deviation in explainable. The values on the water testing 
strips for sulfate are separated by intervals of 50, so the difference between 
each value determined from these strips will vary by about 50. The standard 
error values are small, so there is an unlikely chance that the data points are 
inaccurate. 

Modeling: The line graph shows the evident change between each element 
tested before and after the introduction of the Moringa seed. Each value is 
recorded in parts per million, and each element is color coded to coincide 
with the diagram. The vertical lines indicate standard deviation as well as 
standard error.

Discussion 
These results partially accepted our hypothesis, showing that the seed has 
potential filtration abilities that can be further developed and implemented 
into a more widespread process for water purification. The results showed 
that the seed is effective in making the water less acidic. The water treated 
with the moringa showed a pH higher and closer to 7, which is the pH of pure 
water. The moringa also showed successful infiltration of nitrogen-centered 
compounds like nitrate, as well as lead, iron, sulfate, and free chlorine. Many 
bodies of water are contaminated by fertilizers used in surrounding soil, 
which has large amounts of nitrogen (Fertilizer 101, 2014). Therefore, an 
interesting use for moringa could be decontamination in the water on land 
largely treated with fertilizers. Another important note is the successful 
filtration of lead, which is very toxic if consumed in large amounts, and 
people drinking impure water in developing countries could be at a high risk 
of lead consumption. Additionally, as a result of the moringa filtration, the 
amounts of alkalinity, hardness, and dissolved solids were lowered, further 
showing that the moringa can potentially be used as a filter for water high in 
these contaminants.

Implications and Recommendations 
The research is applicable the Sustainable Development Goals numbers 6, 3, 
and 10: clean water and sanitation, good health and well-being, and reduced 
inequalities. Because the Moringa oleifera seed is effective in filtering toxins 

out of natural water sources, it can be used to improve water quality as well 
as water pollution. About forty percent of American households rely on 
groundwater as a source of drinking water, and most of this groundwater 
becomes polluted by pesticides and fertilizer (Denchak, 2018). The research 
can also be applied to sustainable development goal number 3, good health 
and well-being. Good health strongly depends on clean and safe water 
for everyone. This research also concerns sustainable development goal 
number 10, reduced inequalities. A large part of inequalities between first 
and third world countries is the ability to have clean water, and successful 
filtration with the Moringa would greatly benefit toward this goal. From the 
research, it was determined that the Moringa seed was effective in filtering 
out nitrogen-centered compounds such as nitrite and nitrate. Nitrogen is also 
one of the main contents in fertilizer, so conclusively, the seed would be 
effective in filtering out the toxins found in fertilizer as well as the excess 
nitrogen (Fertilizer 101, 2014). The filtering effects of the seed can also help 
to combat water pollution caused by run-off into natural water sources such 
as ponds and rivers.

Future Research
The moringa seed shows much potential in water filtration, but it was 
not completely successful in decontaminating all of the water. A process 
implementing the seed needs to be researched and developed further in order 
to have a higher success rate, instead of just the seed by itself. Research could 
be dedicated to find something else inexpensive and natural to accompany 
the seed to make it more efficient and productive in complete filtration, based 
on the results that were only successful in part.
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Introduction
In farming, Allium sativum (garlic) has been said to influence living things 
around it. This has been caused by various reasons such as the chemical 
composition of garlic and its effect on the soil. Garlic is an important plant 
in its use in intercropping as insect barriers such as in its use in between 
rows of cabbage which increased plant survival rate by 10.2% (Mischeck 
& Katsaruware, 2014). The effect that garlic has on the plants it is grown 
with is mostly unknown with a lack of research of garlic’s effect on the soil 
itself. Garlic is important in agriculture as a pesticide as well with its use to 
control numerous insects such as Tetranychus urticae where 50% of insects 
were killed at a concentration of 7.49 mg/l of garlic distillate (Attia, et al., 
2011; Attia, et al., 2011). The effectiveness of garlic as an insecticide is 
well-known, but there is little known about garlic’s long-term effects on the 
soil and the plants it is grown with. The effects on the soil especially with 
enzymes need to be researched due to them playing key roles in nutrient 
cycling which can change the nutrients in the soil over time (Soil Enzymes, 
2011). Garlic is known to have a strong need for nitrogen and phosphorus 
with its growth stunted without it and that some fertilization is needed to 
grow garlic (Adem & Tadesse, 2014)

Methods
Data: A soil sample was taken every two weeks from the plant trays and tested 
using a Vernier pH meter and a Rapitest Soil Test Kit. The pH was tested by 
putting the meter in water that had the soil mixed into it and allowed to settle. 
The soil nutrients were tested by mixing soil and distilled water, waiting 24 
hours, filling the testing container with the water, adding the powder inside 
the testing capsules, waiting the required time, and comparing the color to 
the other side.

Results
Set-up: Before and After Growth Period

Table 1: Data that resulted from testing: Nitrogen, Phosphorus and Potash 
measurements on a 0-5 scale; pH scale 1 – 14.

Investigating Growth Promotion and Soil 
Enrichment in Allium sativum

Abstract
In farming, Allium sativum (garlic) has been said to influence living things around it. This has been caused by various reasons such as the chemical 
composition of garlic and its effect on the soil. The effectiveness of garlic as an insecticide is well-known, but there is little known about garlic’s long-term 
effects on the soil. This study examines the effects of garlic grown on its own in the soil checked every two weeks over twelve weeks. The effects of garlic 
on the soil over time is shown in this experiment by comparing the control with the later soil samples. A soil sample was taken every two weeks from the 
plant trays and tested using a Vernier pH meter and a Rapitest Soil Test Kit. The pH was tested by putting the meter in water that had the soil mixed into it 
and allowed to settle. The soil nutrients were tested by using Rapitest Kit. The results show that growing Allium sativum used potash (potassium). This shows 
Allium sativum can survive in poorer soil than is usually believed. This is especially significant with the low levels of nitrogen as it is usually thought that is 
nitrogen is a necessity to grow Allium sativum. 
Alternate hypothesis: Allium sativum effects soil composition with its use of nutrients in the soil.
Null hypothesis: Allium sativum does not effect soil composition.
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Discussion
The results show that growing Allium sativum used potash (potassium). This 
also shows that Allium sativum can survive with minimal nitrogen.

Implications and Recommendations
This shows Allium sativum can survive in poorer soil than is usually 
believed. This is especially significant with the low levels of nitrogen as it is 
usually thought that is nitrogen is a necessity to grow Allium sativum. This 
can also be used to further the effort in achieving SDG 15, Life on Land, by 
allowing for more efficient farming and fertilization of farmland and more 
efficient fertilization decreases fertilizer runoff which causes algae blooms 
and other events. It can also help achieve SDG 2, Zero Hunger, by allowing 
more efficient farming for Allium sativum.

Future Research
This research could be used in further research of how Allium sativum 
effects the soil it is grown in such as soil enzymes or an investigation of how 
Allium sativum effects the growth of other plants this way. There could also 
be soil research into the levels of sulfur in soil for garlic as a it is considered 
a key nutrient in growing it due to that being a key component in the smell 
of garlic.
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S C I E N C E  J O U R N A L  E N T R I E S

Name/County   Competition and Awards

Hayden Anderson/Lowndes  Region V 1st Place Plant Sciences, 2nd Place State Science Fair, Alternate ISEF Recipient

     Special Award: Society for In Vitro Biology

Maggie Buck/Tate   Region VII 1st Place Plant Sciences, 4th Place State Science Fair

Victoria Callahan/Madison  Region II 3rd Place Animal Sciences, 1st Place State Science Fair

Shanay Desai/Madison   Region II 1st Place Biomedical/Health Science, 2nd Place State Science Fair, 

     ISEF Recipient

Nicholas Djedjos/Madison   Region II 2nd Place Mathematics/System Software; 2nd Place State Science Fair

     Special Awards: United States Agency for International Development, Yale 

     Science and Engineering Award, Mu Alpha Theta Award

Jackson Flowers/DeSoto   Region VII 1st Place Mathematics/System Software; 3rd Place State Science Fair

Raeed Kabir/Harrison   Region I 1st Place Behavioral/Social Sciences; ISEF Recipient

     Special Awards: Outstanding Research in Psychological Sciences, American Psychological  

     Association Award, Mu Alpha Theta Award, Yale Science and Engineering Award

     Junior Science and Humanities Symposia: 1st Place

Michael Lu/Oktibbeha   Region V 1st Place Mathematics/Systems Software;1st Place State Science Fair,

     ISEF Recipient

     Special Award: Mu Alpha Theta Award

     Science Talent Search top 300 Finalist

Skylar Nguyen/Jackson   Region III 1st Place Earth/Environmental Science; 2nd Place State Science Fair, 

     ISEF Recipient

Vidhi Patel/Pike    Region I 1st Place Behavioral/Social Sciences; ISEF Recipient

     Special Awards: Outstanding Research in Psychological Sciences, American Psychological  

     Association Award, Mu Alpha Theta Award, Yale Science and Engineering Award

     Junior Science and Humanities Symposia: 1st Place

Maddie Raynor/Harrison   Region III 2nd Place Earth/Environmental Science; 4th Place State Science Fair

Hailee Sexton/Harrison   Region III 2nd Place Earth/Environmental Science; 4th Place State Science Fair

Aaron Wan/Oktibbeha   Region V 1st Place Biomedical/Health Science; 1st Place State Science Fair

     ISEF Recipient

     Special Award: US Agency for International Development Award

Jessica Yan/Oktibbeha   Region V 1st Place Earth/Environmental Science; ISEF Recipient

     Special Awards: American Meteorological Society, Association For Women Geoscientists,  

     NASA Earth System Science Award, NOAA Award, RICOH Sustainable Development Award,  

     US Stockholm Junior Water Prize, Yale Science/Engineering Association Award, Justice     

     Manning Award for Environmental Excellence

Andrew Yu/Oktibbeha   Region V 1st Place Biomedical/Health Science; 1st Place State Science Fair

     ISEF Recipient

     Special Award: US Agency for International Development Award
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